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Promptچیست؟
Promptمثلزبانیمدلیکبهکهمی‌شودگفتهمتنیورودیبه

GPT4یاLLaMAمتنیپاسخیآن،اساسبرتامی‌شودداده
outputکندتولید.
Promptفرآیندشروعبه‌عنوانinferenceیعنی.استشدهتعریفاستنتاج:

"An inference process starts from a request (prompt) with a 

list of input tokens..."

فهرستیشاملکهمی‌شود،آغازاستpromptهمانکهدرخواستیکبااستنتاجفرآیند
.استورودیتوکن‌هایاز
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Promptچیست؟
Prompt → Input Tokens → Output Tokens

ابسپسمی‌کند،تبدیلورودیتوکن‌هایبهراpromptابتدازبانیمدل
راخروجیتوکن‌های ،autoregressiveخودبازگشتیتولیدروشازاستفاده
.می‌کندتولیدیکی‌یکی

Promptداردستقیممتأثیرمدلرفتاروپاسخ،سبکتولیدشده،محتوایبر.
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Input Tokensورودیتوکن‌های:
:تعریف

(اکترهاکاریاکلمات،ازبخش‌هاییکلمات،)توکن‌هاازرشته‌ایازاستعبارت
دادهمدلبهومی‌شوداستخراجکاربراولیه‌یمتنیاpromptازکه

.می‌شود

:مثال

:باشداینpromptورودیاگر

What is Chiron?
 tokenizerبهوابسته)می‌کندتبدیلزیرمانندتوکن‌هاییبهراآنمدل
:(مدل

"What", " is", " Ch", "iron", "?"
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Output Tokensخروجیتوکن‌های:
:تعریف

اساسبرautoregressiveمرحله‌به‌مرحلهبه‌صورتمدلکههستندتوکن‌هایی
.بسازدکاملپاسخیکتامی‌کندتولیدورودیتوکن‌های

:مثال

:باشدایناستممکنبالاpromptبهمدلپاسخ

"Chiron is an autoscaler for large language model serving 
systems..."

.استخروجیتوکنده‌هاشاملخودشکه

.می‌گذاردتأثیرprefillاولیهپردازشهزینه‌یرویinput tokensتعداد

-interومحاسباتی،هزینه‌یپاسخ‌دهی،زمانرویoutput tokensتعداد

token latency (ITL)داردمستقیماثر.
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Autoregressive Generation
توکنهرزبانیمدلکهمی‌شودگفتهمتنتولیددرروشیبهخودبازگشتیتولید

(بلیقتولیدشده‌یتوکن‌هایوورودی‌ها)قبلیتوکن‌هایاساسبرراخروجی
.می‌کندتولید

:می‌شودانجاممرحله‌به‌مرحلهبه‌صورتفرآینداین

y₁ ← P(y₁ | x)  

y₂ ← P(y₂ | x, y₁)  

y₃ ← P(y₃ | x, y₁, y₂)  

...
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Autoregressive Generation
می‌شود؟نامیدهautoregressive"بازگشتی"چرا

خروجی‌های)قبلیمراحلنتیجه‌یازاستفادهباراجدیدتوکنمدلچون
.می‌کندپیش‌بینی(خودش

تاریخبهمرحلههریعنی

.استوابستهقبلیتولیدشده‌یچه‌ی

.شودانجامموازینمی‌تواندتولیدفرآیند

.برودبالاITLتوکن‌هابینlatencyمی‌شودباعثمحدودیتاین
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ITL = Inter-Token Latency
ITLقبلیتوکنازپسراجدیدخروجیتوکنهرتامی‌کندصرفمدلکهاستمدت‌زمانی
.کندتولید

:شاملزماناین

خودتوجهیattentionمحاسبه

KV Cacheازمثلاًحافظهبهدسترسی

.استdecodingمرحلهدرمحاسباتیهزینه‌هایسایرو

:داردنیازGPTمدلکنیدفرض

ITL = 200msمی‌شوداین→توکنهرتولیدبرایمیلی‌ثانیه200

:باشدتوکن30شاملپاسخاگر

TTFTبدونثانیه6~پاسخزمانمجموع
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ITL vs TBTمهمنکته
 Time"بهغیررسمیصورتبهممکنهTBTعمومی،یاغیررسمیمنابعبرخیدر

Between Tokens"کنهاشاره.

-ITL (Interمی‌گیمبهشزبانیمدل‌هایدرماکهچیزیههمونواقعدرتعبیر،این

Token Latency).

:یعنی

TBT (Time Between Tokens) ≈ ITL

...اما

:OSDI، SOSP، MLSysمانندرسمیپژوهشیادبیاتدرومقالهایندر

TBTًمعنیبهمعمولاTime to process the Batch → Total Batch Time

.هست

ITLبرایرسمیبه‌صورتInter-Token Latencyدقیقاً‌که)می‌رودکاربه
.(است"توکن‌هابینزمان"همون
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:تفاوتدرکبرایسادهمثال
ازکدامهرواستدرخواست10حاویbatchیککنیمفرض
.داردتوکن5تولیدبهنیازآن‌ها

باشدITL = 200msاگر

می‌شودتولید 200msفاصلهباتایی5پاسخازتوکنهر→

باشدbatch = 2.5sآنبرایاجرازمانکلاگر

→TBT = 2.5 seconds 12
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Speculative Decodingچیست؟
به‌ویژهکهاستLLMsبزرگزبانیمدل‌هایدرنوآورانهتکنیک‌هایازیکی
.دمی‌روکاربهمدل‌هاکاراییبهبودوتوکن‌هاتولیدفرایندتسریعدر

تولیدودادهکاهشراlatencyتاخیرزمانتااستتلاشدرتکنیکاین
ممکنautoregressiveپیچیده‌یپردازش‌هایدرراتوکن‌هاسریع‌تر
.سازد

Speculative Decodingمدلکهجاییاست،توکن‌هاموازیپیش‌بینیمعنایبه
speculativelyپیش‌فرضصورتبهراتوکنچندینپیش‌بینی‌کنندهوموازیبه‌طور

.کندتاییدراآن‌هانتیجه‌یقطعیبه‌طورمدلاینکهازقبلحتیمی‌کند،تولید

به،داردتوکنهرتولیدبرایزیادیزمانبهنیازمدلکهمواردیدرمی‌تواندفرآینداین
.کندکمکتوکن‌هاتولیدسرعت
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Speculative Decodingچیست؟
 autoregressiveطبیعیبه‌طورکه ،GPTمانندLLMسیستم‌هایدر

.وابسته‌اندقبلیمدلبهتوکنهرتولیدبرایمدل‌هاهستند،

زمانیویژهبهمی‌شود،توکنهربرایپردازشزمانافزایشباعثوابستگیاین
.باشندزیادتوکن‌هاکه

Speculative Decodingورتبه‌صتوکن‌هاپیش‌بینیبارامشکلاین
زابیشتریتعدادکهمی‌دهدراامکاناینمدلبهکهمی‌کند،حلهم‌زمان
.کندتولیدسریع‌تربه‌طورراتوکن‌ها
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Speculative Decodingچیست؟
KV Cache:

مقدار-کلیدداده‌هایذخیره‌سازیبرایLLM، KV Cacheسیستم‌هایدر
key-valueمی‌شوداستفادهتوکن‌ها.

KV CachingکناردرSpeculative Decodingازاستفاده

.برساندحداکثربهراپردازشکاراییمی‌تواند

Batching:

چونباشدمفیدbatchingدسته‌ایپردازشدرمی‌تواندتکنیکاین
کارایندهد،انجامموازیبه‌طوردرخواستچندبرایراپیش‌بینی‌هامی‌تواند
.کندتولیدبهینه‌تریبه‌طورراتوکن‌هامدلکهمی‌شودباعث
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Speculative Decodingچیست؟
:عملیمثال

بهدبایپاسخایندرودهدپاسخپرسشیکبرایبایدمدلکنیدفرض
.کندتولیدراجملاتترتیب

رابعدیجملهسپسومی‌کندتولیدجملهیکفقطمدلمعمول،حالتدر
.استزمان‌بررونداینکهمی‌سازد،

صورتبهراجملهچندمی‌تواندمدل ،Speculative Decodingبا
تولیدایتوکن‌هرویرااصلاحاتنیاز،صورتدروکندتولیدشدهپیش‌بینی

.کنداعمالشده
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Prefix Cachingچیست؟
Prefix Cachingیا)قبلیتوکن‌هایبهمربوطاطلاعاتذخیره‌سازیمعنایبه

استفادهولیدتفرآیندتسریعبرایآن‌هاازبعدی،توکن‌هایتولیدهنگامتااست(پیش‌فرض‌ها
.شود

پردازشبهیازینوبیاوردیادبهراکردهتولیدقبلاًکهتوکن‌هاییمی‌تواندمدلدیگر،به‌عبارت
.باشدنداشتهآن‌هادوباره

هرکهautoregressiveفرآیندهایدربه‌ویژهمی‌کند،تولیدتوکن‌هاییمدلکهزمانی
بعدیوکن‌هایتتولیدبرایقبلیداده‌هایازمی‌تواندمدلاست،وابستهقبلیتوکنبهتوکن

.کنداستفاده

هنگامومی‌شوندذخیرهprefixپیشوندیکبه‌عنوانتوکن‌ها ،Prefix Cachingدر
نیازوکنددهاستفابعدیمحاسباتبرایپیشوندهااینازمی‌تواندمدلجدید،توکن‌هایتولید
.بودنخواهدآنهامجددپردازشبه
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Prefix Cachingچیست؟
:عملیمثال

:می‌کندکارزیرسوالبهپاسخبرایمدلیککنیدفرض

"Explain the process of photosynthesis in plants."

.می‌کندپردازشراورودیتوکن‌هایابتدامدل

لمث)کندذخیرهحافظهدررااولیهتوکن‌هایتامی‌کندفعالراPrefix Cachingمدل
.(جملهاولیهبخش‌هایوواژه‌ها

ازن‌ها،توکآنمجددمحاسبهبه‌جایمی‌رسد،بعدیتوکن‌هایتولیدمرحلهبهمدلکهزمانی
Prefix Cacheدهدافزایشراپردازشسرعتتامی‌کنداستفاده.
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Chunked Prefillچیست؟
Chunked Prefillبزرگزبانیمدل‌هایپردازشدرمهمونوینتکنیک‌هایازیکی

LLMsفرآیندتسریعدربه‌ویژهکهاستprefillحافظهبهینه‌سازیوکردنپیش‌پر
.داردکاربرد

ازبهتره‌وریبهرباراطولانیورودی‌هایبتوانندتامی‌کندکمکزبانیمدل‌هایبهتکنیکاین
.کنندپردازشمنابع

می‌کند،دریافتطولانیورودییکLLaMAیاGPTمانندمدلیوقتیمعمول،حالتدر
.شودپردازشسپسوگیردقرارمدلحافظهدرهمزمانطوربهبایدورودیتمامی

.شودکاراییکاهشوحافظهاززیاداستفادهباعثمی‌توانداین

هرابتدامدلومی‌شودتقسیمکوچک‌تربخش‌هایبهورودی ،Chunked Prefillدر
.می‌رودبعدیبخشبهسپسومی‌کندپردازشرابخش

شپردازودهدکاهشرانیازموردحافظهمقدارمؤثریطوربهمی‌تواندتقسیم‌بندیاین
.بخشدبهبودراموازی
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Chunked Prefillچیست؟
:عملیمثال

:استزیرشکلبهشماورودیوداریدزبانیمدلیکشماکنیدفرض
"Explain the process of photosynthesis in plants. Photosynthesis is the process by which green plants and 

some other organisms use sunlight to synthesize foods with the help of chlorophyll..."

ک‌بارهیصورتبهحافظهدرآنتمامبارگذاریوباشدطولانیخیلیاستممکنورودیاین
.شودکاراییافتباعث

:می‌شودتقسیمکوچکتربخش‌هایبهورودیاین ،Chunked Prefillدر
Chunk 1: "Explain the process of photosynthesis in plants."

Chunk 2: "Photosynthesis is the process by which green plants and some other organisms use sunlight..."

.می‌رودبعدیبخشبهسپسمی‌کند،پردازشرااولبخشابتدامدل

وندکپردازشمؤثرتربه‌طوررابزرگورودی‌هایبتواندمدلکهمی‌شودباعثفرآینداین
.دهدکاهشراحافظهمصرف
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StreamingLLMچیست؟
StreamingLLMدلمبهکهمی‌شودگفتهزبانیمدل‌هایپردازشدررویکردیکبه

باشدنیازاینکهبدونکند،تولیدstreamingپیوستهصورتبهراتوکن‌هامی‌دهداجازه
.شودپردازشقبلازورودیتمام

حیندرراپاسخ‌هاوکردهپردازشراداده‌هامداومطوربهمی‌تواندمدلدیگر،عبارتبه
.کندتولیدپردازش
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StreamingLLMچیست؟
صورتبهراداده‌هابتوانندتاشده‌اندطراحیخاصبه‌طورStreamingLLMمدل‌های

:می‌شودانجامصورتاینبهکاراین.کنندپردازشجریان‌محور

یک‌بارهراکاملورودییکمدلاینکهبه‌جای:تدریجیصورتبهورودیدریافت-1
.می‌شودواردمدلبهپیوستهوتدریجیبه‌صورتورودیکند،دریافت

بهعشرومدلورودی،ازبخشهردریافتمحضبه:پیوستهصورتبهپاسخ‌هاتولید-2
برایانتظاربهنیازبدونوکردهتولیدراتوکن‌هاپیوستهبه‌طورمدل.می‌کندپاسخ‌هاتولید

.می‌دهدادامهپاسخ‌دهیبهورودی،کاملدریافت

دتولیراتوکن‌هاپیوستهبه‌طورمدل ،autoregressiveمدل‌هایدر:توکن‌هاپیش‌بینی-3
.ورودیداده‌هایوقبلیتوکن‌هایازاستفادهباتوکن،یکبارهرمی‌کند،

دریافتباهمزمانبه‌طورووقفهبدونمی‌تواندStreamingLLMدرفرآینداین
.یابدادامهجدیدداده‌های
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StreamingLLMچیست؟
:مثال

:کاربر

".بدهتوضیحکاملبه‌طورراگیاهاندرفتوسنتزفرآیند"

می‌شودواردکاربرورودی:اولگام

تابماندرمنتظاینکهبه‌جایمدل،.می‌کندارسالمدلبهسوالیکاربرابتدا،در
به‌طورومی‌کنداستفادهStreamingLLMازشود،پردازشورودیتمام

.می‌کندپردازشراورودیپیوسته

:یعنیمی‌کند،دریافتراورودیازبخشاولینبلافاصلهمدل

"...گیاهاندرفتوسنتزفرآیند"
24
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StreamingLLMچیست؟
ورودیاولبخشپردازش:دومگام

:ندمی‌کتولیدراتوکن‌هااولینومی‌کندبخشاینپردازشبهشروعمدل

:می‌کندشروعراپاسخبخشاولینتولیدمدل

انرژییدتولبرایخورشیدنورازگیاهانآندرکهاستفرآیندیفتوسنتز"
"...می‌کننداستفاده

امااست،کاربرازورودیبعدیبخش‌هایمنتظرهمچنانمدلحال،همیندر
.می‌کندارسالاطلاعاتپردازشباهم‌زمانبه‌طوررااولیهپاسخ
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StreamingLLMچیست؟
ورودیدومبخشپردازشودریافت:سومگام

دجدیاطلاعاتومی‌دهدادامهپردازشبهپیوستهبه‌طورمدلمرحله،ایندر
:می‌شودوارد

:کندارسالراسوالبعدیبخشاستممکنکاربر

".می‌کنندجذبخودبرگ‌هایدرکلروفیلطریقازرانورآن‌ها"

کهریطوبهمی‌کند،تکمیلراپاسخوکردهپردازشراجدیدبخشاینمدل
.می‌شودقبلیپاسخواردجدیدبخش

:می‌کندتولیدرابعدیتوکن‌هایمدل

"...دمی‌کنتبدیلشیمیاییانرژیبهراآنوکردهجذبرانورکلروفیل"
26
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StreamingLLMچیست؟
پیوستهپاسخ‌دهی:چهارمگام

پردازشبههمچنانکهحالیدراستپاسخارسالحالدرمدلمرحله،ایندر
.می‌دهدادامهورودی

ممداوبه‌طورراکاربربهپاسخوکردهپردازشرااطلاعاتسرعتبهمدل
.می‌کندبه‌روزرسانی

:بودخواهدزیرصورتبهکاربربهنهاییپاسخ

انرژییدتولبرایخورشیدنورازگیاهانآندرکهاستفرآیندیفتوسنتز"
تبدیلییشیمیاانرژیبهراآنوکردهجذبرانورکلروفیل.می‌کننداستفاده
.می‌شودفادهاستآبوکربندی‌اکسیدازگلوکزتولیدبرایسپسکهمی‌کند

".استضروریاکسیژنتولیدوگیاهرشدبرایفرآینداین 27
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FlashAttention
FlashAttentionمحاسباتبرایبهینهالگوریتمیکAttention 

.می‌رودکاربهترنسفورمرمدل‌هایدرکهاست

.استحافظهازاستفادهکاهشومحاسباتسرعتافزایشتکنیک،اینهدف
FlashAttentionحافظهازخاصبه‌طورGPUومی‌کندبهینهاستفاده

استفادهبزرگمدل‌هایدربه‌ویژهattentionمحاسباتتسریعبرایآناز
.می‌کند

تمامیایدبمدلتوکن‌ها،یاکلماتازطولانیدنبالهیکپردازشدرمثال،برای
.کندمحاسبهتوکنجفتهربرایراattention weightsتوجهوزن‌های

سرعتافزایشوحافظههزینهکاهشباFlashAttentionاینجا،در
.می‌کندکارآمدتروسریع‌تررافرآینداینمحاسبات، 28
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FlashAttention
:Self-Attentionسنتیالگوریتم‌هایدر

.استتوکن‌هاتعدادnکهجاییاست،O(n²)صورتبهمحاسباتتعداد

.داردوجودتوکن‌هاوتوجهوزن‌هایذخیرهبرایزیادحافظهبهنیاز

:FlashAttentionدر

ظهحافمصرفنتیجهدرمی‌شود،انجامبهینه‌تریطوربهتوجهمحاسبات
.می‌یابدکاهش

فراهمبزرگمدل‌هایبرایبالاتریسرعتویافتهکاهشپردازشزمان
.می‌شود

29
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ChunkedAttention
ChunkedAttentionکوچکقطعاتبهورودی‌هاتقسیممعنایبه

chunksتوجهمحاسباتانجاموattentionهربرایجداگانهبه‌صورت
.استقطعه

مدل‌هایدرO(n²)محاسباتپیچیدگیکاهشبرایتکنیکاینکلی،به‌طور
نماییشکلبهتوکن‌هاتعدادافزایشبامعمولاًکهمی‌شوداستفادهترنسفورمر

.می‌یابدافزایش

30
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ChunkedAttention
:عملیمثال

توکن1000باطولانیبسیارورودییکپردازشبرایترنسفورمرمدلیککنیدفرض
محاسباتدیگرتوکن999تمامبابایدتوکن،هربرایمعمول،حالتدر.استشدهطراحی

attentionبهمحاسباتیپیچیدگیکهمی‌شودباعثاین.شودانجامO(n²)بهوبرسد
.یابدافزایشحافظهمصرفوزمانشدت

:ChunkedAttentionازاستفادهبااما

.می‌شودتقسیم(توکن100بخشهرمثلاً)کوچکتربخش‌هایبهتوکنی1000ورودی

بهارمحاسباتیپیچیدگیکهمی‌شود،انجامتوکن100هربرایفقط attentionمحاسبات
O(n) می‌دهدکاهش.

زمانوکمترمنابعباطولانی‌ترورودی‌هایپردازشبهقادرمدلکهمی‌شودباعثروشاین
.باشدکوتاه‌ترپردازش 31
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ChunkedAttention
:محدودیت‌هاوچالش‌ها

:دقتدادندستاز-1

ChunkedAttentionمستقلبه‌طوربخش‌هازیرادهدکاهشرادقتاستممکن
.بروددستازاستممکنبخش‌هابینمعناییرابطهومی‌شوندپردازش

:بخش‌هاهماهنگیدرپیچیدگی-2

دریشتریبدقتبهوشودتبدیلچالشبهمی‌تواندمستقلبه‌طوربخشچندکردنهماهنگ
.داردنیازطراحی

:دقیقتنظیماتبهنیاز-3

یاعملکردکاهشازوشوندپردازشبهینهبه‌طوربخش‌هاتاشودتنظیمدقیقبه‌طوربایدمدل
.شودجلوگیریاطلاعاتدادندستاز

32
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RelayAttention
RelayAttentionهدفهکاستتوجهمحاسباتبهینه‌سازیتکنیکیک

.استطولانیداده‌هایپردازشدرکاراییافزایشوحافظهمصرفکاهشآن

کهجاییمی‌شود،استفادهSelf-Attentionمدل‌هایدربه‌ویژهروشاین
وکندراربرقارتباطدیگرتوکن‌هایتمامیباورودیتوکنهربرایبایدمدل

.کندمحاسبهراتوجهوزن‌های

حافظهازاستممکنکهمعمولروش‌هایبرخلاف ،RelayAttentionدر
ایجبهتکنیکاینکنند،استفادهتوجهوزن‌هایتمامذخیرهبرایزیاد

وهپیوستبه‌صورترااطلاعاتهمزمان،به‌طورتوجهداده‌هایتمامنگهداری
.دهدکاهشرامحاسباتوحافظهازاستفادهتامی‌دهدانتقالبهینه

33
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RelayAttention
بهنیاز ،Self-Attentionمحاسباتدراصلیمشکلاتازیکیترنسفورمر،مدل‌هایدر

کهاستتوکن‌هاجفتبرایattention weightsتوجهوزن‌هایتمامپردازشوذخیره
.باشد O(n²)صورتبهمحاسباتپیچیدگیمی‌شودباعث

RelayAttentionازیبهینه‌سوتوکن‌هابیناطلاعاتتدریجیانتقالبارامشکلاین
.می‌کندحلحافظهازاستفاده

قالیانتمدلیکازهم‌زمان،به‌طورتوکن‌هاتمامیپردازشبه‌جایحقیقتدرتکنیکاین
relay modelمی‌کندقلمنتتوکن‌هابینپیوستهبه‌صورترااطلاعاتکهمی‌کنداستفاده.

تمامبرایتوجهوزن‌هایتمامذخیرهبه‌جایRelayAttentionدیگر،عبارتبه
.می‌کندپردازشمختلفزمانیفواصلدربهینهوموقتبه‌طورراآن‌هاتوکن‌ها،

34
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وFlashAttention، ChunkedAttentionمقاله،ایندر
RelayAttentionشده‌اندتعریفزیربه‌صورتخلاصهبه‌طور:

FlashAttention: کاهشبرایخاصطوربهکهاستبهینه‌سازیتکنیکیک
شدهطراحیSelf-Attentionمدل‌هایدرمحاسباتسرعتافزایشوحافظهمصرف
بهمربوطعملیات‌هایتامی‌کنداستفادهGPUحافظهخاصویژگی‌هایازروشاین.است

.دهدانجامبهینه‌تروسریع‌ترراتوجهمحاسبات

ChunkedAttention: وردهکتقسیمکوچکتربخش‌هایبهراورودی‌هاتکنیکاین
چیدگیپیکاهشباعثکاراین.می‌دهدانجامبخشهربرایجداگانهبه‌طورراتوجهمحاسبات
.می‌شودطولانیداده‌هایپردازشهنگامدرحافظهمصرفبهینه‌سازیومحاسباتی

RelayAttention: همهذخیره‌سازیبه‌جایتوجهبهمربوطاطلاعاتروش،ایندر
تکنیکاین.می‌شودمنتقلبخش‌هابینبهینهوپیوستهبه‌طورهمزمان،به‌طورتوجهوزن‌های
.می‌بخشدبهبودراپردازشسرعتودادهکاهشراحافظهمصرف

بزرگیزبانمدل‌هایسیستم‌هایعملکردبهینه‌سازیبرایکلیبه‌طورتکنیکسهاین
LLMشده‌اندطراحیمنابعمصرفکاهشو.

35
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Hierarchical Autoscaling
مقیاس‌پذیریمکانیسمیکبه‌عنوانHierarchical Autoscalingمقاله،ایندر

شدهمعرفیزبانیمدل‌هایپاسخ‌دهیزنجیره‌یدرمختلفزیرسیستم‌هایبرایچندسطحی
.است

 inferenceکهپلتفرمیشده؛طراحیChironبرایخاصبه‌طورسیستماین

pipeline می‌کندتقسیممجزاییمراحلبهرا.

.می‌شودانجاممستقلبه‌صورتمرحلههردرمقیاس‌پذیری

Chironمسیستپردازش‌ها،تمامبرایمقیاس‌پذیریکلیسطحیکگرفتننظردربه‌جای

.می‌کندمقیاس‌دهیومانیتورجداگانهبه‌صورترامرحلههر

:مثالبرای

سیستمباشند،طولانیcontextدارایدرخواستزیادیتعدادزمانی،بازهیکدراگر
prefill stageمی‌دهدمقیاسسریع‌تررا.

مقیاس‌پذیری decode stageرویسیستماست،افتحالدرتوکنتولیدسرعتاگر
.می‌کنداعمال

37
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 :Pipelineمراحل
1-Prefill Stage:ازمرحلهاولینpipeline.

و (hidden states)اولیهخروجی‌هایومی‌شوددادهمدلبهpromptکل
attention زیرا)استمحاسباتینظرازمرحلهسنگین‌ترین.می‌شودمحاسبهinput

.داردبزرگهایGPUبهنیاز.(باشدطولانیبسیاراستممکن

2-Decode Stage:به‌صورتراخروجیتوکن‌هایمدلمرحله،ایندر
autoregressiveبهنسبت.می‌کندتولیدتکراریوprefillدارد،سبک‌تریمحاسبات

سبک‌ترهایGPUبامی‌تواند.می‌کندتولیدزیادیlatencyاست،تکرارشوندهچونولی
.شوداجرا

3-Postprocess Stage:متن،مثل)می‌شودتبدیلنهاییقالببهمدلخروجی
JSONیاAPI response.

.GPU-boundنهاست،CPU-boundبیشترمرحلهاین
38
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است؟مهمPipelineازاستفادهچرا
:شودانجامیکجاچیزهمهاگر ،LLMمدل‌هایدر

1-Latencyمی‌رودبالا.

.می‌شوندمصرفحدازبیشمنابع-2

3-throughputمی‌یابدکاهش.

:می‌گردنداجراpipelineیکبه‌صورتومی‌شوندجدامراحلوقتیاما

باشندمختلفمراحلدرهمزمانبه‌طورمی‌تواننددرخواستچندین

Hierarchical Autoscalingشودمقیاس‌پذیرجداگانهبه‌طورمی‌تواندمرحلههر

.می‌شودبیشتربسیارسیستمبهره‌وری

39
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؟Backpressureتعریف
Backpressureمحدودراجدیددرخواست‌هایورودکهمی‌شودگفتهسیستمیبه

.شودآزادپردازشیظرفیتکهزمانیتامی‌اندازدتأخیربهیامی‌کند

خودکاملظرفیتبهdecodeیاprefillمثلاpipelineًمراحلازیکیوقتییعنی
بپذیرد،راجدیدیدرخواستنتوانددیگروبرسد

backpressureازبیشبارگذاریازتامی‌شودمنتقلسیستمکلیاقبلیمراحلبه
.شودجلوگیریحد

40
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؟ChironدرBackpressureمکانیزم
  ،pipeline:prefill، decodeازمرحلههر ،Chironدر

postprocess:

.استظرفیتحداکثربامشخصqueueورودیصفدارای

:کارادامهبه‌جایقبلیمرحلهشود،پرصفوقتی

می‌شود،متوقفیا

.می‌کندdelayیاrejectرادرخواستیا

Backpressure=عقببهفشارانتقالاین

41
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؟ChironدرBackpressureعملیمثال
:کنیدفرض

GPUهایdecodeکنندتولیدراتوکن100همزمانمی‌توانندفقط.

.رسیده‌اندprefillمرحلهبههمزماندرخواست150

Prefillازسریع‌ترخیلیdecodeاست.

:backpressureبدون

Prefillمی‌دهدانجامراهمه.

Decodeمی‌شوداشباع.

.می‌رودبالاlatencyمی‌شود،سرریزحافظه

:backpressureبا

.می‌شودکندیامتوقف prefillمی‌شود،پرdecodeوقتی

Frontendراجدیددرخواست‌هایاستممکنهمrejectدهدقرارصفدریاکند.

.می‌ماندباقیپایدارسیستم 42
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 HierarchicalباBackpressureارتباط
Autoscaling

ChironدرHierarchical Autoscalingمهمویژگی‌هایازیکی
:کهاستاین

می‌کند،تولیدbackpressureمداومبه‌صورتمرحلهیکوقتی

 decodeمثلاً)می‌کندscale-upپویابه‌صورترامرحلهآنسیستم
GPUمی‌کنداضافه)،

.شودبرطرفbottleneckگلوگاهتا

43
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Latency-based Backpressure 
(LBP) 

44
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LBPازخاصینوعbackpressureبرتکیهصرفاًبه‌جایکهاست
تأخیرمیزاناساسبرراخودتصمیماتسخت‌افزاری،منابعیاصف‌هاظرفیت

latencyمختلفمراحلدرpipelineمی‌کنداتخاذ.

:سادهبیانبه

فراترتعیین‌شدهآستانه‌یازویابدافزایشمرحلهیکواقعیlatencyاگر
اهشکورودیبارتامی‌آوردفشارقبلیمراحلبهخودکاربه‌طورLBPرود،
.شودکنترلجریانیایابد



Throughput-based Backpressure 
(TBP)
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TBPجریانکنترلمکانیزمیکbackpressureاساسبرکهاست
هببایدآیاکهمی‌گیردتصمیمthroughputدرخواست‌هاواقعیعبورنرخ

.نهیابیاوردفشارخودازقبلمرحله

:سادهبیانبه

ییعن)یابدکاهشزمانیبازهیکدرپردازش‌شدهدرخواست‌هایتعداداگر
throughputکندافت)،TBPسیگنالقبلیمراحلبهومی‌شودفعال

:کهمی‌دهد

".رستنفدرخواستفعلاًکنم،پردازشسریعکافیاندازهبهنمی‌توانممن"



Interactive Backpressure (IBP)
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IBPنوعیکbackpressureتعاملیشرایطدرکهاست
interactive servingمدلکهجاییمی‌رودکاربهLLMصورتبه

streamingپاسخ‌گوییدریاreal-timeاستتعاملدرکاربربا.

:تاشدهطراحیIBPخاص،به‌طور

مرحله‌به‌مرحلهdecodingدرخواست‌هایحدازبیشتجمعاز-1
کندجلوگیری

داردنگهپایدارراکاربربهپاسخ‌دهیجریان-2

ستابارتحتسیستموقتیحتیدهد،پاسخروانوپایینتأخیربا-3



Interactive Backpressure (IBP)
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:مانندشرایطیدر

تعاملیکاربرانتعدادناگهانیافزایش

(شدهمراحلدیگردرگیر GPUمثلاً)منابعکاهش

توکن‌هابین200msازبیشمثلاITLًافزایش

:حالتایندر 

IBPومی‌شودفعال:

می‌شوندصفdecodeدرخواست‌هایبرخی

می‌شودانجامتنظیم‌شدهگام‌هایباتوکن‌هاتولیدبرخی

می‌شودپایدارتراماکندترموقتیبه‌طورجریان



Batch Backpressure (BBP)
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BBPواندازهرلکنتبرایکهاستمکانیزمی،«دسته‌ایبرگشتیفشار»یا
.می‌شوداستفادهDecodeمرحله‌یدرbatchتولیدنرخ

:کهاستمهمجهتآنازمکانیزماین

بهره‌وریافزایشبرایbatchingدسته‌ایاجرای ،LLM servingدر
GPUاگرامااست،ضروریbatchکوچکخیلییابزرگبیش‌ازحد
«.کندمختلراعملکردمی‌تواندباشد،

وlatencyبینتعادلتامی‌کندکمکBBPبنابراین،
throughputدرbatching شودحفظ.

.می‌شودزیادlatency→می‌شودزیادمرحلههراجرایزمان→باشدبزرگخیلیbatchاگر

.می‌آیدپایینthroughput→نمی‌شوداستفادهبه‌درستیGPU→باشدکوچکخیلیbatchاگر



Batch Backpressure (BBP)
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BBPپردازشیظرفیتواجراوضعیتمشاهدهازGPUتامی‌کنداستفاده:

.کندکنترلراهاbatchاجرایزمان‌بندی-1

batchتولید ،decode stageشدنoverloadصورتدر-2
.بیندازدتأخیربهراجدید

کندترکیببعدیدرخواست‌هایباراهاbatchباشد،نیازاگر-3
delayed batching.

.کندجلوگیریdecodeبهدرخواستبیش‌ازحدارسالاز-4
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Overprovisioning
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به(حافظه ،GPU، CPUمثل)محاسباتیمنابعحدازبیشدادناختصاص»
نداشتهودوجمنابعکمبودلحظه‌ایهیچدراین‌کهازاطمینانبرایسیستم،یک
«.باشد

ازاریبسی،(زیادبار)پیکمواقعدرعملکردافتازجلوگیریبرایواقع،در
بی‌استفادهازمان‌هاکثردراگرحتیمی‌کنندرزروزیادیمنابعپیشازسیستم‌ها
.بمانند

استهمینازجلوگیری ،Autoscalingمقیاس‌بندیاصلیاهدافازیکی

scale-upیابداختصاصبیشتریمنابع→می‌رودبالاسیستمباروقتی

scale-downشوندحذفیاشوندآزادمنابع→می‌یابدکاهشباروقتی

.استشدهطراحیOverprovisioningمشکلحلبرایدقیقاًمقیاس‌بندی



است؟مهمMultiplexingچرا
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autoregressiveبه‌صورتLLMمدل ،Decodeمرحله‌یدر
 tokenیکفقطدرخواستهربرایاگر.می‌کندتولیدیکی‌یکیراتوکن‌ها
.می‌ماند idleزمانشاززیادیبخشGPUشود،پردازش

:می‌توان ،multiplexingبا

کرداجراGPUیکرویهم‌زمانرادرخواستچندین

کردتولیدجدیدtokenدرخواستچندبرایگام،هردر

دادافزایششدتبهراGPUبهره‌وری

latency توکن‌هابینITLداشتنگهپایینرا



Hysteresis مقیاس‌پذیریدر
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وscale-upتصمیماتبرای(پایینوبالاآستانه‌ی)امنبازه‌ییکایجاد
scale-down، نوسانازبه‌طوری‌کهflappingمنابعتخصیصدرمکرر

.شودجلوگیری
:کنیدفرض

scale upکنداضافهGPUیکسیستمشود،بیشتر100ازدرخواست‌هاتعداداگر

scale downکندحذفGPUیکشود،100ازکمتراگر

:101و99بینکندنوسانباراگرحالا

می‌کندحذفواضافهGPUمدامسیستم

استناپایدارونوسانیرفتاراین

می‌شودعملکرددربی‌ثباتیوتاخیر،هزینه،باعث



Hysteresis مقیاس‌پذیریدر
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:می‌شودتعریفآستانهدو ،Hysteresisبا

scale up→120<باراگر
scale down→80>باراگر

نمی‌شوداقدامیهیچ→120تا80بین

ودمی‌شعملواردسیستمباشد،پایداربارتغییرواقعاوقتیفقط

 overreactionازجلوگیریوسیستمرفتاردرثباتباعثاین
می‌شود



Hysteresis مقیاس‌پذیریدر
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Hysteresis مقیاس‌پذیریدر
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وscale-upتصمیماتبرای(پایینوبالاآستانه‌ی)امنبازه‌ییکایجاد
scale-down، ریجلوگیمنابعتخصیصدرمکررنوسانازبه‌طوری‌که

.شود
:کنیدفرض

scale upکنداضافهGPUیکسیستمشود،بیشتر100ازدرخواست‌هاتعداداگر

scale downکندحذفGPUیکشود،100ازکمتراگر

:101و99بینکندنوسانباراگرحالا

می‌کندحذفواضافهGPUمدامسیستم

استناپایدارونوسانیرفتاراین

می‌شودعملکرددربی‌ثباتیوتاخیر،هزینه،باعث



vLLMتعریف
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vLLMمخففVirtualized LLM Serving
:کهاستبزرگزبانیمدل‌هایبرایمدرنinferenceموتوریک

مدیریتوPagedAttentionمثلپیشرفته‌ایتکنیک‌هایازاستفادهبا
پایینlatencyباراهم‌زماندرخواستچندیناجرایامکانحافظه،کارآمد

.می‌کندفراهمبالاthroughputو

GPUبهره‌وریافزایش-1

پیشرفتهکردنbatchازپشتیبانی-2

پاسخ‌دهیدرlatencyتأخیرکاهش-3

multi-query servingدرخواستچندهم‌زمانپردازش-4



PagedAttentionتعریف
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PagedAttentionدرvLLMیعنی:

بهراآندارد،نگهGPUحافظهدرراcontextتماماینکهبه‌جایمدل
ردرانیازموردصفحاتفقطومی‌کندتقسیمpagesکوچک‌ترصفحات
.می‌کندبارگذاریلحظه

:نتیجه 

حافظهازبهتربسیاراستفاده‌ی-1

طولانیبسیاردرخواست‌هایاجرایامکان-2

3-multi-tenancyراحت‌تر



Multi Tenancyتعریف
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Multi-tenancyسیستمیککهمعناستاینبهinferenceبتواند
خدمت‌رسانیمختلفاپلیکیشنیاtenantکاربرچندینبههم‌زمانبه‌طور
.باشندداشتهنیازجداگانهکاملاًمنابعآن‌هااینکهبدونکند،

:همLLM servingدر

استفادهمدلیکازهم‌زمانAPI/برنامه/کاربرچندین
می‌کنند

ولیاشتراکیآن‌هابیناجرازمانوحافظه، ،GPUمثلمنابع
استکنترل‌شده



Multi Tenancyتعریف
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کاربردیمثال

:کنیدفرض

(برنامه‌نویسی ،QAخلاصه‌سازی،چت،ترجمه،)مختلفاپلیکیشن5

دارندنیازLLMمدلیکبههم‌زمان

5GPUومدلازجداگانهنسخه5ایجادبه‌جای
:می‌تواندmulti-tenancyباGPU sharedیک

Contextداردنگهجدارااپلیکیشنهر

کندتولیدmultiplexingباراتوکن‌ها

کندحفظمقرون‌به‌صرفهوایزولهسریع،راپاسخ‌دهی



Llumnixچیست؟
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Llumnixبزرگزبانیمدل‌هایبرایسرویس‌دهیسیستمیکLLM 
درخواست‌هایدینامیکوهوشمندمدیریتبرایخاصبه‌طورکهاست

می‌کندعملمدلنمونهچنددرهم‌زمان

مانندموتورهاییرویschedulingلایه‌ییکبه‌عنوانسیستماین
vLLMمی‌گیردقرار.

و tail latency)، throughputمخصوصاlatencyًبهبودآنهدف
.استحافظهfragmentationکاهش

 live migrationو preemptive reschedulingازپشتیبانی
.تکیفیباسرویسحفظوگلوگاه‌هارفعبراینمونه‌هابیندرخواست‌ها



Fragmentationتعریف
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تیاراخدر«ناکارآمدوپراکنده»به‌صورتسیستمیمنابعیاGPUحافظه
ولیدارد،وجودآزادظرفیتاگرچهکهبه‌طوریمی‌گیرد،قراردرخواست‌ها

غیرپیوستهوتکه‌تکهبه‌صورتآزادفضایاینچونکرداستفادهآنازنمی‌توان
.است
.حافظهگیگابایت10بادارید GPUیککنیدفرض

می‌گیرد A → 4 GBدرخواست

می‌گیرد B → 3 GBدرخواست

می‌شودآزاد3GB→می‌شودتمام Bسپس

داردنیاز 4GBبهکهمی‌آید Cدرخواستحالا

،(غیرپیوسته)استباقی‌مانده + 3GBبه‌صورتآزادفضایچونولی

Cشوداجرانمی‌تواند

!داردوجودمجموعدرکافیحافظهاینکهباحتی

.fragmentationیعنیاین



Ray Serve
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Ray Serve چارچوبیکframeworkانعطاف‌پذیرومقیاس‌پذیر
محیط‌هایدرML/LLMمصنوعیهوشمدل‌هایسرویس‌دهیبرای

productionمتن‌بازپروژه‌یازبخشیکهاستRayاست.

Ray Serveمدل‌هایسرویس‌دهیبرایتوزیع‌شدهسیستمیکML،  
کهاستinferenceپیچیدهبرنامه‌هایو،(هاLLM)بزرگزبانیمدل‌های

  ،autoscalingافقی،مقیاس‌پذیریازوشدهساختهRayموتورپایه‌یبر
.می‌کندپشتیبانیcomposabilityو

Composabilityرا‌هاآنبتوانبه‌طوری‌کهسیستم،یکدرمختلفمراحلیامستقلماژول‌هایترکیبتوانایییعنی
.بسازندکاملpipelineیکهمکناردرهمچنانولیکرد،مقیاس‌پذیروتست،توسعه،جدابه‌صورت



TensorRT-LLM
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TensorRT-LLMچارچوبیکinferenceبرمبتنی
TensorRTمدل‌هایبرایخاصبه‌طورکهاستtransformer-

basedوLLMمانندهاLLaMA، GPT، Falcon، Mistralو
.استشدهبهینه‌سازیغیره



TensorRT-LLM
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TensorRT-LLMبرایاستمناسب:

محیطدرNVIDIA GPUsرویراinferenceکهشرکت‌هایی
productionمی‌کننداجرا

 voiceمثلاًدارندreal-timeپایینبسیارlatencyبهنیاز
assistants، agents

fine-tunedیاquantizedسفارشیمدل‌های
Batchیابزرگهایmulti-user serving



LLMمقایسه‌با‌سایر‌سرویس‌دهنده‌های‌
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QLM (Queue Length Modeling)
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مدل‌هایبرایمنابعمدیریتکلیبه‌طوروLLM Servingزمینه‌یدر
بهQLM (Queue Length Modeling)عبارتعمیق،یادگیری

فصطولپیش‌بینیبرایکهدارداشارهتحلیلی/آماریتکنیکیک
یاschedulingزمان‌بندیدرتصمیم‌گیریبهکمکودرخواست‌ها
.می‌رودکاربهautoscalingمقیاس‌پذیری

QLMدرخواست‌هاصفرفتارازمدلیساختیعنیqueueدر
اساسبراحتمالیتأخیرارزیابییاآیندهدرصفطولتخمینبرایسیستم

.مدلویژگی‌هایوسرویس‌دهی،ظرفیتورودی،بار



QLM (Queue Length Modeling)
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  ،Chiron، ShepherdمانندLLM servingسیستم‌هایدر
FastServeیاvLLM، فمختلکاربرانازپیوستهبه‌صورتدرخواست‌ها

:اما.می‌شوندسیستموارد

(فعالمدل‌هایتعدادیا GPUتعدادمثلاً)محدودندمنابع

(latency SLA)شودکنترلبایدکاربرانبرایمجازتأخیر
استمهممختلفدرخواست‌هایبیناولویت‌بندی

:بگیردتصمیمبایدسیستمبنابراین
شود؟اجرافوراًدرخواستکدام

دهد؟تشکیلانتظارصفکدام

است؟scale-upبهنیازآیا

دیگر؟مدلبهکندmigrateرادرخواستیکبایدآیا



QLM (Queue Length Modeling)
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QLM (Queue Length Modeling)
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سادهمثال

:کنیدفرض

μداردثانیهبردرخواست2بهپاسختواناییLLMمدلهر = 2
λدرخواست‌هاورودنرخ = است3

ρ:بهره‌بردارینرخ = 3 / 2 = 1.5
.شودتقسیمباریاشودانجامscale-upباید→می‌کندرشدبی‌نهایتصف

:QLMدر
کردخواهدعبور SLAآستانهازdelayکهدادتشخیصمی‌توان ،Lqرشدنرخمحاسبهبا

شود redirectیاشوند،اضافهمنابعیاشود،rejectدرخواستیا:نتیجهدر



QLM (Queue Length Modeling)
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می‌کند؟رشدبی‌نهایتصفچرا

مدل‌هاسرویس‌دهینرخازبیشترλدرخواست‌هاورودنرخوقتی
μباشد:

دهدپاسخکافیسرعتبانمی‌تواندسیستم-

کهآن‌چهازمی‌شوندواردسریع‌ترجدیددرخواست‌های-
می‌شودسرویس‌دهی

کاریهیچاگرومی‌کندرشدبهشروعمدلپشتصفبنابراین-
می‌کندرشدنامحدودبه‌صورتنشود،انجام



QLM (Queue Length Modeling)
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λاگر > μاشباعحالتواردسیستمoverloadمی‌شود

افزایشبهشروعdelayباشد،μازبیشترکمیفقطλاگرحتی
می‌کندنمایی

زمان‌برinferenceهرکهLLMسیستم‌هایدربه‌خصوص
بودخواهدمحسوسبسیارصفرشدایناست،
بگیریم؟راصفبی‌نهایترشدجلویچطور:راه‌حل‌ها

1.Scale Upافزایشیمقیاس‌پذیری

۲.Load Balancing / Routing

۳.Backpressure / Rejection



Heteroیا‌Heterogeneous
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Heterogeneousزااجیامنابعبودنناهمگنیعنیهتروژن
مدل‌هاییا ،GPU، CPU، TPUازترکیبیازسیستمیعنی

.می‌کنداستفادهدرخواست‌هااجرایبرایمختلف

 MLسیستم‌هاییاLLM Servingزمینه‌یدر

inference، واژه‌یheteroیاheterogeneous

منابعمختلفانواعشاملکهدارداشارهساختارهاییبه
.هستندمتنوعمدل‌هاییاسخت‌افزاری



Heteroیا‌Heterogeneous
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Inference Servingچهارچوب‌های‌
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InferLine
طریقازانتهاییlatencyبهینه‌سازیهدفبااست؛pipeline inferenceهوشمندپیکربندیبهپرداختنبرایسیستی
 pipelineمرحلههرافقیمقیاس‌بندیوbatch sizesتنظیمبرای SQL-likeتنظیمات

Clipper
پیشازمدل‌هایازمعمولاً.هوشمندroutingوسادهbatchingبرتمرکزباMLمدلservingاولیهسیستم‌هایازیکی

 (switch dynamicیاانتخاببدون)می‌کنداجرارا staticمدل‌هایومی‌شوداستفادهتعیین‌شده
INFaaS

انتخاب،راmodel-variantsمدلمتغیرهایخودکارکهinferenceبرایmodel-lessچارچوبیک
autoscaling، وscheduling هتروژنخوشه‌هایدرCPU/GPU/Inferentiaتأمینآنهدف.می‌دهدانجام

SLOهایlatency/daccuracy استپایینهزینهبا

Cocktail
 weightedادغاملحظه،هردرمناسبمدل‌هایداینامیکانتخابباکهensemble-based servingبرایسیستمی

voting، وautoscaling دررابالادقتابری،خوشه‌هایرویفعالlatency می‌کندفراهمبهینههزینهویافتهکاهش‌



Inference Servingچهارچوب‌های‌
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INFaaS
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INFaaSمخففInference-as-a-Serviceارائه‌یبرایپیشرفتهسیستمیکاست؛
به‌صورت(هاDNNوهاLLMبه‌ویژه)ماشینیادگیریمدل‌هایinferenceسرویس‌های
.ابریمحیط‌هایدرهوشمندوبهینهمقیاس‌پذیر،

INFaaSسیستمیکModel-less Inference Servingکهاست:

کنندارسالدرخواستمدل،مستقیمانتخاببدونمی‌دهداجازهکاربرانبه

می‌کندانتخابرابهینهسخت‌افزارومناسبمدلخودکاربه‌طورسیستم

شودرعایتدقتوlatencyمانندSLOکهمی‌کندتضمین

می‌کندبهینهراinferenceهزینهحالعیندرو



INFaaS
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وFastServe، Andesسیستمسهمقایسهومعرفیبهادامهدر
Vidurمی‌پردازیم.

 LLMچالش‌هایازخاصیبخشرویبرسیستم‌هااینازیکهر
Servingدارندتمرکز:

1-FastServeابتوکن‌هاسریعواکنشجریانوعملکردبهبودبرای
scheduling استشدهطراحیهوشمند.

2-Andesروانتجربهوکاربررضایتبرداردتمرکزstreamingبه
.QoE-aware schedulingکمک

3-Vidurتم‌هاسیسمدیرانبهکهاستشبیه‌سازیوتحلیلیابزاریک
.کنندیداپبه‌صرفهراپیچیدهپیکربندی‌هایواقعیاجرایبدونمی‌کندکمک
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QoEچیست؟‌Quality of Experience
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QoE= می‌کنددریافتکهخدماتیکیفیتازنهاییکاربررضایتودرکمیزان

(ویدئوومتنتولیدچت، ،real-timeپاسخ‌دهیمثلزمینه‌هاییدرمخصوصاً)



LLMدر‌QoEسناریوهای‌
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:(بالا QoE)خوبتجربه

TTFT < 300ms

می‌رسد 150ms–50فاصلهباتوکنهر

قطعبدونومکثبدونسریع،پاسخ

:(پایین QoE)بدتجربه

TTFT > 1s

می‌رسندناپیوستهیازیادتأخیرباتوکن‌ها

است"کردهگیر"یا"کند"سیستمکندحسکاربر



GPU Efficiency / GPU Utilization
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GPU Utilizationچیست؟

ردزمانکلبهنسبت(محاسباتیکارانجاممشغول)استفعالیتحالدرGPUکهزمانیدرصد
.دسترس

:باشدمشغولواقعاًثانیه3فقطGPUوشوداجراثانیه10مدتدرمدلیکاگر

Utilization = 30%

:یعنیعدداینبودنبالا

GPUاستمشغول

شده‌انداجرابهینهpipelineوbatchingاحتمالاً

GPU Efficiencyچیست؟

.کردهمصرفGPUکهزمانی/انرژیمقداربهGPUرویانجام‌شدهکاربودنمفیدنسبت



GPU Efficiency / GPU Utilization
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:کاربردینکته

:مثلاًاگرپایین،EfficiencyولیباشدبالاGPU Utilizationاستممکن

شوندتولیدکندتوکن‌ها

GPUبرایprefillندهدمفیدپاسخولیباشدمشغولسنگین

head-of-line blockingباشددادهرخ

Head-of-Line Blockingوفتهگرقرارصفابتدایدربزرگیاکنددرخواستیکوقتییعنی
.می‌شود(سریع‌تردرخواست‌هایحتی)بعدیدرخواست‌هایتمامانتظارباعث

:استFIFOورودبه‌ترتیبزمان‌بندیچوناما

GPUکنداجرارا1درخواستاولباید

2sمثلاًشودتمام1تابماندمنتظربایددارد، 100msبهنیازفقط2درخواستاگرحتی

شدهسنگیندرخواستقربانیسبکدرخواستیعنیاین

.استHead-of-Line Blockingاین،و



HOL Head of Line Blocking
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EWMAیاExponentially Weighted Moving 

Averageتکنیکیک«نماییوزنبامتحرکمیانگین»فارسیبه
درریعسونرمتغییراتردیابیبرایکهاستمحاسباتیوآماری

(...وصف،طولدرخواست،نرختأخیر،مثل)سری‌زمانیداده‌های
.می‌رودکاربه

داده‌هایبهومی‌دهدبیشتریوزنجدیدداده‌هایبهروشاین
.دنمی‌کنحذفکاملطوربهراآن‌هاولیکمتری،وزنقدیمی‌تر



FCFS (First-Come-First-Serve)
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FCFSیاFirst-Come-First-Serveاولین»:فارسیبه
برایپایه‌ایوسادهروشیک«سرویس‌گرفتهاولینواردشده،
ازسیستم‌هاازبسیاریدرکهاستSchedulingزمان‌بندی

:جمله

CPU schedulingپردازندهصف‌های

GPUدرinferenceصف‌های

هاLLMسرویس‌دهی

.می‌رودکاربه



FCFS (First-Come-First-Serve)
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FCFSجایگزین‌های‌
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Coefficient of Variation (CV)
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Coefficient of Variation (CV)ضریبفارسیبهیا
بینسپراکندگیاندازه‌گیریبرایآماریمعیاریکتغییرات،
.استمیانگینمقداربهنسبتداده‌ها

شانمیانگینبهنسبتچقدرداده‌هاکهمی‌گویدمابهمعیاراین
.می‌شودبیاندرصدیصورتبهمعمولاًوهستند،متغیر



Coefficient of Variation (CV)
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CVبرایlatency / response time

ستاپیش‌بینی‌پذیرمدلرفتار→باشدپایینlatencyبرایCVاگر

داردناپایداررفتارمختلفشرایطدرسیستم→باشدبالاCVاگر

باشدbatchingیاschedulerبازطراحیبهنیازاستممکن→



Coefficient of Variation (CV)
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CVبرایbatch sizeدرخواست‌هادرتوکنیا
باشدبالاخیلیدرخواستهردرتوکن‌هاتعدادبرای CVاگر

استیکنواختغیربسیارکاریباریعنی→

ازتاکنداستفادهpriority schedulingیاtoken-levelازبایدسیستم→
HoL blocking شودجلوگیری

CVبرایGPU throughput

استGPUخوببهره‌وریوثباتنشان‌دهندهCVبودنپایین

باشدبارنوساناتیامنابعاستفادهسوءنشانهاستممکنCVبودنبالا
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Hierarchical Autoscaling for Large 
Language Model Serving with 

Chiron

‌دهی‌مقیاس‌پذیری‌سلسله‌مراتبی‌برای‌سرویس
Chironمدل‌های‌زبان‌بزرگ‌با‌استفاده‌از‌



کلیات‌مقاله
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مقاله

سیستمیککهدارداشارهChironبهمقالهاین
autoscalingبزرگزبانیمدل‌هایسرویس‌دهیبرای

LLMاست.

ازLLMسرویس‌دهیسیستم‌هایعملکردبهبودمقالهاینهدف
.استسلسله‌مراتبیخودکارمقیاس‌گذاریطریق

ثریمؤطوربهدسته‌ایوتعاملیدرخواست‌هایبرایسیستماین
هاSLOتامی‌کندتلاشومی‌کندمقیاس‌گذاریرامنابع

Service Level Objectivesحفظبالابارشرایطدررا
.کند



نکات‌کلیدی
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مقاله

:درخواست‌هادسته‌بندی-1

عرضدر)دارندسریعپاسخ‌دهیبهنیاز:تعاملیدرخواست‌های
.(ثانیهچند

تاقیقه‌هاد)بگیرندبیشتریزمانمی‌توانند:دسته‌ایدرخواست‌های
.(ساعت‌ها

Chironدرخواستنوعدواین(InteractiveوBatch)وزمان‌بندیجداگانهبه‌طوررا
دری‌شود،مدادهتخصیصسرعتبهتعاملیدرخواست‌هایبرایمنابعکهبه‌طوریمی‌کند،مقیاس‌گذاری

.کننداشغالرابیشتریمنابعوبگیرندبیشتریزمانمی‌تواننددسته‌ایدرخواست‌هایکهحالی



نکات‌کلیدی
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مقاله

:درخواست‌هادسته‌بندی-1

عرضدر)دارندسریعپاسخ‌دهیبهنیاز:تعاملیدرخواست‌های
.(ثانیهچند

تاقیقه‌هاد)بگیرندبیشتریزمانمی‌توانند:دسته‌ایدرخواست‌های
.(ساعت‌ها

Chironدرخواستنوعدواین(InteractiveوBatch)وزمان‌بندیجداگانهبه‌طوررا
دری‌شود،مدادهتخصیصسرعتبهتعاملیدرخواست‌هایبرایمنابعکهبه‌طوریمی‌کند،مقیاس‌گذاری

.کننداشغالرابیشتریمنابعوبگیرندبیشتریزمانمی‌تواننددسته‌ایدرخواست‌هایکهحالی

:میگیردصورتچگونههابندیدستهاینمیگویمادامهدرحاالا



Batchingنحوه‌دسته‌بندی‌
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مقاله

Interactive vs Batchدرخواستنوعاساسبردسته‌بندی-1

Priority-Based Schedulingاولویتاساسبردسته‌بندی-2

 Resource-Basedنیازموردمنابعاساسبردسته‌بندی-3

Classification

 Latency-Drivenپردازشمدتطولوتأخیراساسبردسته‌بندی-4

Classification:Real-timeیاBatchable



دسته‌بندی‌را‌مدیریت‌می‌کند؟Chironچگونه‌
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مقاله

 backpressureوautoscalingالگوریتم‌هایازChironمؤثر،دسته‌بندیبرای

سراسریسطحوbatch sizeمحلیسطحدرمؤثربه‌طوردرخواست‌هاتامی‌کنداستفاده
instancesشوندمدیریت.

Backpressure:

طوربهراکم‌اولویتدرخواست‌هایمی‌تواندChironسیستم،باربودنبالاصورتدر
.یابنداختصاصاولویت‌داردرخواست‌هایبهمنابعتاکندردیاکندمتوقفموقت

Autoscaling:

Chironدرخواست‌هایبرایرامنابعمقیاس‌گذارییانمونه‌هاتعداددینامیکبه‌طور
.می‌کندتنظیمتعاملیودسته‌ای
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مقاله

:قبلیسیستم‌هایمشکلات-2

1-Overestimation of backpressure: برخی
استفادهباعثکهمی‌کنندover-scalingقبلیسیستم‌هایاز

.می‌شودمنابعازناکارآمد

2-HoL (Head-of-Line) Blocking: ازبرخی
استفاده FIFO(First-Come-First-Serve)ازسیستم‌ها
دلیلبهسبکدرخواست‌هایشدنمسدودباعثکهمی‌کنند

.می‌شودسنگیندرخواست‌های



Overestimation of Backpressure
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مقاله

 overestimation ofکهمی‌شودگفتهوقتی

backpressureکهاستاینمنظورمی‌افتد،اتفاق:

بهواستستهکهآنچهازبیشتربارکهمی‌کندپیش‌بینیسیستم
.می‌کندردیامحدودلازمزماناززودتررامنابعاشتباه

‌هایدرخواستبهپاسخ‌دهییامنابعاتلافبهمنجرمی‌توانداین
.شودغیرضروری

.می‌کندعملمحتاطانهحداززیادسیستمدیگر،عبارتبه



Overestimation of Backpressure
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مقاله



پیشبینی‌بار‌در‌این‌مقاله
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مقاله

نامبهروشیازبارپیش‌بینیبرایChironمقالهدر
Estimating Batch Backpressure (BBP)استفاده

.استشده

برایqueueصف‌هادردرخواست‌هاانتظارزمانروش،ایندر
کهودشمشخصتامی‌شودپیش‌بینیدرخواستمختلفگروه‌های

یااستنزدیکTTFT SLOبهدرخواست‌هاانتظارزمانآیا
.نه

 QLMمدل‌هایازاستفادهباوآماریبه‌صورتپیش‌بینیاین

.می‌شودانجام



پیشبینی‌بار‌در‌این‌مقاله
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مقاله

توکن‌هایتعداداززماناین :Queue Waiting Timeدرخواست‌هاصفانتظار-1
محاسبهمی‌شود،فرضثابتبه‌صورتکهتوکنthroughputوصفدرباقی‌مانده
.می‌شود

برایقانونایناز :Central Limit Theoremمرکزیحدقانونازاستفاده-2
SLOبهتمالاً‌احکهدرخواست‌هاییتعدادبرایدقیق‌ترمحاسبهوانتظارزمانتوزیعپیش‌بینی

.می‌شوداستفادهرسیدنخواهندها

زمانکهدرخواست‌هاییتعداد :BBPبالاتأخیربادرخواست‌هایتعدادپیش‌بینی-3
.می‌شودمحاسبهBBPعنوانبهمی‌رسدSLOحدبهانتظارشان

ازوگیردانجامدقیق‌تریطوربهمنابعمقیاس‌گذاریتامی‌کندکمکسیستمبهپیش‌بینیاین
overprovisioningیاunderutilizationشودجلوگیری.

اجازهیستمسبهصفآمارهایوتاریخیداده‌هایازاستفادهازاستفادهباپیش‌بینیمجموع،در
.بگیردمقیاس‌گذاریومنابعتخصیصزمینهدربهینه‌تریتصمیماتتامی‌دهد



نتیجه‌مقاله
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مقاله

وپویامقیاس‌گذاریازاستفادهباتوانستسیستم ،Chironمقالهدر
backpressure300تاسلسله‌مراتبی٪throughputزمانودهدافزایشرا

.دهدکاهشراتأخیر

 overprovisioningازوکندصرفه‌جوییراGPUمنابع٪۷0توانستهمچنین

.کندجلوگیری

.شدندحفظهاSLOوشدنددادهتخصیصبهینهبه‌طورمنابعبار،دقیق‌ترپیش‌بینیبا

نشان vLLMوClipperمانندسیستم‌هادیگربهنسبتبهتریعملکردسیستماین
.داد

ردچشمگیریبهبودوکندجلوگیریمنابعاتلافازتوانستChironنهایت،در
.کندایجاددرخواست‌هابهسریعپاسخ‌دهی



نقاط‌ضعف
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مقاله

پیش‌بینیغیرقابلوناگهانیبارهای.1

Chironوریخیتاداده‌هایازاستفادهبابارپیش‌بینیاساسبربیشتر
.می‌کندعملپیش‌بینیالگوریتم‌های

یاپیکان‌هایزمدرمثلاً)باشدپیش‌بینیغیرقابلوناگهانیبارکهشرایطیدر
باشدداشتهپایین‌تریکاراییاستممکنسیستماین،(غیرمنتظرهتغییرات

.استسختشرایطایندردقیقپیش‌بینیچون
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مقاله

زیادمنابعبهنیازبابزرگبسیارمدل‌های-2

ردازشپبهنیازوبالاپارامترهایتعدادبابزرگبسیارLLMسیستم‌هایاگر
ممکن،شوندگرفتهنظردر(پارامترترلیونچندینمدل‌هایمثل)زیادموازی
تریبیشچالش‌هایبامنابعوافقیمقیاس‌گذاریمدیریتدرChironاست

.شودروبه‌رو

متفاوتوخاصراهکارهایبهنیازاستممکنمقیاس‌هاییچنینباسیستم‌هایی
.باشندداشتهمنابعتخصیصوبارفشارمدیریتبرای
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مقاله

بلادرنگپردازشبهنیازباسیستم‌هایی-3

دارند،real-timeبلادرنگپاسخ‌دهیبهنیازکهتعاملیدرخواست‌هایدر
Chironشودمواجهمشکلبااستممکن.

‌هایپردازشوداردتوجهدسته‌ایدرخواست‌هایبهبیشترسیستمکهچرا
.شودپاسخ‌دهیزماندرتاخیرباعثمی‌تواندفوری

لازماراییکاستممکنمنابعتخصیصوپویازمان‌بندیسناریوهاییچنیندر
.باشدنداشتهرا
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مقاله

نمی‌شوندپیش‌بینیراحتیبهکهپیچیدهومتغیربارهای-4

Chironاستیمتکآناساسبرمنابعتنظیموباردقیقپیش‌بینیبه.

شرایطیردمثلاً)استمتغیربسیاریاغیرخطیصورتبهبارکهشرایطیدر
‌بینی‌هاپیش،(باشدداشتهوجودپیش‌بینیغیرقابلوشدیدتغییراتکه

به‌طورراعمناباستممکنسیستموباشندداشتهپایین‌تریدقتمی‌توانند
.ندهدتخصیصبهینه
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مقاله

اشینمیادگیریازسیستمفشاروبارپیش‌بینیبرایChironمقالهدر
.استنشدهاستفادهمستقیمبه‌طور

‌بینیپیشبرایاحتمالاتیتوزیع‌هایوآماریمدل‌هایازسیستمآن،جایبه
.می‌کنداستفادهمنابعتخصیصوبار

بارتاریخچهاساسبرپیش‌بینیازاستفادهبربیشترمقالهایندرخاص،طوربه
Central Limit Theoremمرکزیحدقانونازاستفادهوسیستم

بارفشارپیش‌بینیوصف‌هادردرخواست‌هاانتظارزمانتخمینبرای
(backpressure) استشدهتمرکز.
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مقاله

پیش‌بینیولیلتحبهبیشترمقاله:تاریخیداده‌هایازاستفادهباپیش‌بینی-1
رایبآماریمدل‌هایازواستپرداختهتاریخیداده‌هایاساسبرسیستمبار

.استکردهاستفادهمنابعتخصیصوانتظارزمانتخمین

ین،ماشیادگیریپیچیدهمدل‌هایازاستفادهجایبه:سادهآماریمدل‌های-2
 Central Limit Theoremونرمالتوزیع‌هایمانندروش‌هاییاز

سریعبه‌طورمسیستوشوداجتناباضافیپیچیدگی‌هایازتااستشدهاستفاده
.بپردازدبارفشارپیش‌بینیبهکارآمدو

مقالهاهدافازیکی:بزرگمقیاسدربهینهعملکردبرتمرکز-3
Chironبتواندهککندایجادسریعومقیاس‌پذیرسیستمیککهبودهاین

استنممکماشینیادگیریازاستفاده.دهدتخصیصپویابه‌طوررامنابع
.دهدافزایشراپردازشزمانوپیچیدگی
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جمع بندی

گسترشحالدرشدتبهGPT-4و GPT-3مانندLLMسیستم‌های
.دارندرابالادقتبامتنتولیدوپردازشتواناییوهستند

بهدارند،‌هادرخواستپردازشبرایبهینهمنابعمدیریتبهنیازسیستم‌هااین
.دمی‌شوسیستموارددرخواست‌هازیادتعدادوزیادبارکهزمانیخصوص

ارائهخودکارمقیاس‌گذاریسیستمیکعنوانبه Chironتحقیق،ایندر
وهاSLOحفظباراLLMسیستم‌هایعملکردتوانستهکهشده

.بخشدبهبودپویامقیاس‌گذاری
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جمع بندی

زمان‌بندیشامل :LLMسیستم‌هایدرمنابعمدیریتچالش‌های
.سیستمفشاروبارپیش‌بینی ،GPUمنابعتخصیصدرخواست‌ها،

ومنابعمدیریتبهکهvLLMو Clipperمانند:مشابهسیستم‌های
.پرداخته‌اندمقیاس‌گذاری

سیستمبارازیدقیقپیش‌بینینمی‌توانندسیستم‌هااینازبسیاری:محدودیت‌ها
باعثکهاستثابتآن‌ها backpressureآستانه‌هایوباشندداشته
.می‌شودخدماتکیفیتکاهش

Chironازکهنوآورانهسیستمیکبه‌عنوانbackpressure 

می‌کند،تفادهاسبهینهمنابعتخصیصبرایپویامقیاس‌گذاریوسلسله‌مراتبی
.می‌شودمعرفی
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جمع بندی

تم‌هایسیسعملکردبهبودوارزیابیتحقیقاینازهدف:تحقیقکلیهدف
LLMازهاستفادبامنابعدقیقمدیریتوپویامقیاس‌گذاریطریقاز

Chiron است.

:فرعیاهداف

.LLMسیستم‌هایدربارپیش‌بینیبهبودوتحلیل

.دسته‌ایوتعاملیدرخواست‌هایبرایپویازمان‌بندیروش‌هایتوسعه

 backpressureازاستفادهبابهینهبه‌طورمنابعمقیاس‌گذاری

.سلسله‌مراتبی
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داده‌هایزاسیستم،فشاروبارپیش‌بینیبرای:تاریخیداده‌هایازاستفاده
.شدخواهداستفادهسیستمتاریخی

مالاتیاحتتوزیع‌هایومرکزیحدقانونازاستفاده:آماریپیش‌بینیمدل‌های
.سیستمبارمیزانوانتظارزمانپیش‌بینیبرای

واستدرخنوعاساسبرداینامیکبه‌طورمنابعتخصیص:پویازمان‌بندی
.باروضعیتو(دسته‌اییاتعامل‌گرا)

ل‌هایمدمانند:(نیازصورتدر)ماشینیادگیریالگوریتم‌هایازاستفاده
.منابعصیصتخوبارپیش‌بینیبهبودبرایتقویتییادگیرییارگرسیونی

در Chironعملکردبررسیوواقعیبارشبیه‌سازی:شبیه‌سازیوپیاده‌سازی
.مشابهسیستم‌هایبامقایسه
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جمع بندی

داده‌هایزاسیستم،فشاروبارپیش‌بینیبرای:تاریخیداده‌هایازاستفاده
.شدخواهداستفادهسیستمتاریخی

مالاتیاحتتوزیع‌هایومرکزیحدقانونازاستفاده:آماریپیش‌بینیمدل‌های
.سیستمبارمیزانوانتظارزمانپیش‌بینیبرای

واستدرخنوعاساسبرداینامیکبه‌طورمنابعتخصیص:پویازمان‌بندی
.باروضعیتو(دسته‌اییاتعامل‌گرا)

ل‌هایمدمانند:(نیازصورتدر)ماشینیادگیریالگوریتم‌هایازاستفاده
.منابعصیصتخوبارپیش‌بینیبهبودبرایتقویتییادگیرییارگرسیونی

در Chironعملکردبررسیوواقعیبارشبیه‌سازی:شبیه‌سازیوپیاده‌سازی
.مشابهسیستم‌هایبامقایسه
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