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Trainingچی؟یعنیآموزش
Trainingیاداتبدیمآموزشداده،زیادیحجمازاستفادهبارومدلیعنی

.کنهکارچطوربگیره

:مرحلهایندر

می‌کنهشروعpretrainedقبل‌آموزش‌دیدهازیاصفرازمدل

می‌شهدادهزیادمتن‌هایبهش

بزنهحدسروبعدیتوکنمی‌کنهسعیمدل

می‌شنتنظیموزن‌هاشbackpropagationطریقازکنه،اشتباهاگر

بگیرهیادمدلتامی‌شهتکراربارهاکاراین
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Inferenceچی؟یعنیاجرایااستنتاج
Inferenceانجامنیپیش‌بیتاکنیماستفادهآموزش‌دیدهمدلیکازیعنی

.بدهجوابیابده

:مرحلهایندر

هستنثابتمدلوزن‌های

نمی‌گیرهیادچیزیهیچمدل

می‌دهخروجیومی‌گیرهورودیفقط

Inference= پاسخ‌دهیبرایمدلازاستفاده
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Training vs Inferenceمقایسه
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LLaMA
LLaMAمخففLarge Language Model Meta AIاست.

شرکتتوسطکهاستLLMsبزرگزبانیمدل‌هایازسرییکاین
Metaوکمترعمناببالا،کاراییبرایوشده‌انددادهتوسعهسابقفیسبوک
.شده‌اندطراحیصنعتی/پژوهشیاستفادهامکان

برایLLaMAدارند،نیازسخت‌افزاردلارمیلیون‌هاکهGPT-3مانندمدل‌هاییبرخلاف
:کهشدهطراحیاین

.باشداجراقابل(عمومیقابل‌دسترسGPUچندمثلاً)محدودترمنابعروی-

-fineوتستراقدرتمندمدل‌هایدهدامکانمستقلتوسعه‌دهندگانوپژوهشگرانبه-

tuneکنند.

.کندمشارکتمتن‌بازپژوهشحوزهدر-
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Fine-tuning
یکرویGPTیاLLaMAمثلپیش‌آموزش‌دیدهازمدلیکدوبارهدادنآموزش
.کنهعملبهترخاصیکاربرایمدلتاخاصوجدیددادهمجموعه

اینوحالا"ممی‌گیبهشداریمفقطحالا،«گرفتهیادروزبان»قبلاًبزرگمدلیهساده،زبانبه
".بگیریاددقیق‌ترکاراینبرای

دیدن،آموزشاینترنتازکلمهمیلیاردهارویGPTیاLLaMAمثلبزرگمدل‌های
:ولی

یاحقوقیترجمهمثلخاصکاربراینه ،general purposeدیدنآموزشکلیطوربه
.پزشکیچت‌بات

.باشننداشتهکافیدقت(علمیمتونیافارسیمتن‌هایمثلاً)خاصزمینهدرشاید
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Fine-tuning
:می‌خوایم.داریمروLLaMAکنفرض

.بسازیمپزشکیچت‌باتیه

.بدهپاسخپزشکیپرسش‌هایبهدقیقبایدمدل

:می‌کنیمکهکاری

.می‌کنیمآمادهپزشکیمقاله‌هاییابیمار-دکتردیالوگازداده‌هایی

LLaMAداده‌هااینرویروfine-tuneمی‌کنیم.

.پزشکی‌ترهاطلاعاتشورفتارکه LLaMAیک:خروجی
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Fine-tuningمختلفروش‌های
1-Full fine-tuning:

.(سنگینولیدقیق)می‌شنبه‌روزرسانیمدلوزن‌هایهمه

2-LoRA (Low-Rank Adaptation):

.کم‌هزینه‌ترسریع‌تر،→می‌دیمآموزشجدیدلایهچندفقط

3-Prompt tuning / Adapter tuning:

.نیممی‌کدستکاریرومیان‌لایه‌هایاورودی‌هافقطاصلی،مدلتغییربدون
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Hugging Faceچیست؟
Hugging Faceبرایمنابعیوابزارهاکهمتن‌بازهپلتفرموشرکتیک

MLماشینیادگیریو CVماشینبینایی ،NLPطبیعیزبانپردازش

.می‌کنهفراهم

:محصولشمهم‌ترین

  ،BERTمثلمدل‌هاییاجرایکهTransformersمعروفکتابخانه‌ی
GPT، T5، LLaMA کردهسادهفوق‌العادهرو...و.
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KVCacheچیست؟
KVCacheمخففKey-Value Cacheاست.

 Transformerترنسفورمرمدل‌هایدرکهاستحافظه‌ایساختاریکاین

.می‌شودادهاستف(کلمات)توکن‌هاتولیدحیندرمیانینتایجذخیره‌سازیبرای

تولیدمهمماتریسدو ،Attentionلایه‌یهردرترنسفورمر،درفنینظراز
:می‌شن

K (Keys)

V (Values)

باومی‌شهساختهجدید Q (Query)ماتریسفقطجدید،توکنهربرای
K/V قبلی(کهCache شدن)می‌شهمحاسبه.
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KVCacheاصلیکاربرد
-autoبه‌صورتکهGPTیاLLaMAمثلمدل‌هاییدر

regressiveن‌هایتوکتماماساسبربایدتوکنهرمی‌کنند،تولیدمتن
.شودساختهقبلی

:KVCacheبدون

پردازشرصفازدوبارهراقبلیتوکن‌هایتمامبایدتوکن،هرتولیدبرایمدل
.استپرهزینهوکندخیلی→کند

:KVCacheبا

نگهحافظهدرراقبلیمراحلازValuesوKeysمیانینتایجمدل
.بهینهوسریع→کندپردازشراجدیدتوکنفقطتامی‌دارد،
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KVCacheاصلیکاربرد
:چت‌بات‌هادر

طولانی‌ترکلمههرتولیدزمانKVCacheبدونطولانی،جوابتولیدهنگام
می‌شهکندترو

.می‌مونهباقیسریعتولیدبلند،ورودیباحتی ،KVCacheبا

KVCacheنتایجنگهداریبرایحافظه‌اییعنیAttention ،تاقبلی
.کنهپردازشدوبارهروقبلیتوکن‌هاینباشهلازممدل

  ،GPTمثلمدل‌هاییدرinferenceسرعتافزایشکلیداین
LLaMA وPaLMهست.
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Auto-regressive decodingچی؟یعنی
.می‌کنهتولیدمتن،(توکن‌به‌توکن)گام‌به‌گامبه‌صورتمدل

.می‌شهتولیدقبلیتوکن‌هایبراساسجدیدتوکنهر

روبعدیتوکنتامی‌کنهاستفادهخودشقبلیخروجی‌هایازهمیشهمدل
.کنهپیش‌بینی

.بنویسهرو«!دنیاسلام»جمله‌یمی‌خوادمدلکنفرض

:زیرهصورتبهفرآیند

"دنیا":خروجی→"سلام":ورودیمدل

"!":خروجی→"دنیاسلام":می‌شهورودیحالا

(جملهپایانیا <eos>توکن)پایان→!"دنیاسلام":می‌شهورودیحالا

.می‌شهساختهآخرالیودومواولاساسبرسوماولی،اساسبردومتوکنیعنی
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Auto-regressive decodingچی؟یعنی
؟Transformerدرمی‌کنهکارچطور

توکن‌هایرویازروتوکنهرکهمی‌گیرهیاد trainingمرحلهدرمدل
(causal lossبه‌نامlossبا)کنهتولیدقبلی

می‌کنهتولیدتوکنیکمدل-1

می‌شهاضافهدنبالهبهتوکناون-2

می‌کنهتولیدروبعدیتوکندوبارهجدیددنباله‌یبامدل-3

eosپایانتوکنیادلخواهطولبهرسیدنتا-4

توکن‌هاهمهکهnon-autoregressiveروش‌هایبهنسبتمی‌شه،اجراگام‌به‌گامچون
کندتره(می‌کننتولیدهمبارو

ابداعspeculative decodingیاKVCacheمثلمفاهیمیکهدلیلههمینبه
.برهبالاسرعتشتاشدن
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Auto-regressive decodingچی؟یعنی
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PrefillوDecodeچی؟یعنی
متنتولیدفرآیند ،LLaMAمثلauto-regressiveزبانیمدل‌هایدر
:می‌شهتقسیمبخشدوبه

متنتولیدبهشروع GPTیا LLaMAمثلزبانیمدلیککهبارهر
.می‌شهDecodeواردبعدو ،Prefillسراغمی‌رهاولمی‌کنه،

1Prefillمرحله

می‌خونهکاملروتوجمله‌یمدلاول،همیشه

2Decodeمرحله

کنهتولیدجوابمی‌خوادمدلحالا،Prefillازبعد
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PrefillوDecodeچی؟یعنی
1.Prefillپیش‌پرکردن:

همهبار،اولینبرایومی‌گیرهروpromptاولیهورودیمدل،کهزمانی
.می‌کنهپردازشروتوکن‌هاش

:مرحلهایندر

.می‌شنپردازشیکجابه‌صورتانتها،تاابتداازpromptتوکن‌هایتمام

درومی‌سازهروتوکن‌هااینهمهبهمربوطهایValueوKeyمدل
KVCacheمی‌کنهذخیره.

مهباتوکن‌هاولایه‌هاتمامچونسنگین‌ترهمعمولاًبخشاینمحاسبات
.می‌شنپردازش
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PrefillوDecodeچی؟یعنی
2.Decodeمرحله‌به‌مرحلهتولید/رمزگشایی

مثلاً‌اتمی‌کنه،یک‌به‌یکجدیدتوکن‌هایتولیدبهشروعمدل ،prefillازبعد
.برسهجملهانتهایبه

:مرحلهایندر

.می‌شهتولیدجدیدتوکنیکفقطبارهر

.می‌شهاضافهقبلیpromptبهجدیدتوکن

.می‌شهترکیبقبلیKVCacheباومی‌شه،محاسبهQueryفقط

.هستprefillازسریع‌ترخیلیKVCache، decodeلطفبه
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PrefillوDecodeچی؟یعنی
مهمه؟تقسیم‌بندیاینچرا

inferenceدرlatencyپاسخزمانبهینه‌سازیبرای

مثلاً‌→مختلفسرورهایبینتفکیکDisaggregationبرای
prefillوdecodeبشهانجامجداگانهسرورهایروی

:مدلعملکردمعیارهایتعیینبرای

TTFT (Time to First Token)= زمانprefill

TBT (Time Between Tokens)= زمانdecode
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Token generationچی؟یعنی
یالمه،کازبخشکلمه،یکمی‌تونهکهمتنازتکهیکیعنیTokenتوکن
.باشهعلامتحتی

Token generationمثلمدلیعنیLLaMAیاGPT، توکن‌ها
.می‌کنهتولیدیکی‌یکیرو(کلماتازبخش‌هایییاکلمات)
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Time-to-First-Token (TTFT)؟
.بشهتولیدتوکناولینمی‌کشهطولکهمدت‌زمانی

ختهساجوابازکلمهاولینوقتیتامی‌دی،مدلبهروورودیوقتیازیعنی
بشه

پردازشکاملروورودیاولبایدمدلچونمی‌شه،Prefillمرحله‌یشامل
.کنه

«خوبی؟!سلام»:می‌پرسهکاربر:مثال

→«...من»:می‌گهمیلی‌ثانیه600ازبعدمدل

TTFT = 600ms

می‌شودانجامهمDecodeمرحله‌ییکمعمولاTTFTًدر:نکته
.توکناولینتولیدبرای 22
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Time-Between-Tokens (TBT)؟
...وسومتادومدوم،توکنتااولتوکنتولیدبینزمانیفاصله‌ی

.می‌کنهتولیدمدلکهکلمه‌ایدوتاهربینزمانیعنی

"مرسی|خوبم|من"

TBT1 = 200msخوبم"و"من"بین"

TBT2 = 220msمرسی"و"خوبم"بین"
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FlashInferچیست؟
FlashInferکتابخانه‌ییکinferenceسریعhigh-

performanceمثلبزرگزبانیمدل‌هایاجرایبرایLLaMA،  
GPT رویغیرهوGPUمثلتیم‌هاییتوسطکهاستvLLMو

Colossal-AIکردهپیداتوسعه.

.بدهامانجبهینهوسریعممکنحدتاروتوکنتولیدdecodeکهاینههدفش

:سادهبیان

GPUرویdecodeاجرایسریعموتور
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FlashInferمیدهد؟انجامکاریچه
توکنتولیدمرحله‌ی decodeعملیاتبهینه‌سازی-1

.میکندکمراTBTیعنی

بیشترسرعتبرایپیشرفتهCUDAتکنیک‌هایازاستفاده-2

 multi-queryموازیbatchبه‌صورتدرخواستچنداجرای-3

batching

شودمیاجراهمزمانزیادهایدرخواستیعنی

 GPU cacheازبهتراستفادهبرایmemory accessبهینه‌سازی-4

/ VRAM GPU

شودمیبهینهgpuازاستفادهیعنی
25
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Tensor Parallelism چی؟یعنی
Tensor Parallelismمثلاً‌)مدللایه‌هایمحاسباتتقسیمیعنی

یکرویمدلکلاینکهبه‌جای ،GPUچندبین(ترنسفورمرلایه‌های
GPUباشه.

:مثلاً

دارهAttentionلایهیکمدل

باشهGPUیکرویکاملاینکهبه‌جای

می‌شنتقسیمGPUچندبینلایهاونبزرگماتریس‌های

می‌دهانجامرومحاسباتاونازبخشیفقطGPUهرو

26

محمد سعید صفایی–پروپوزال دکتری 

w
w
w
.Saeid

Safaei.ir
مفاهیم



Tensor Parallelism چی؟یعنی
.داره4096×4096ماتریسیهattentionلایه‌یکنفرض

:4GPUرویTensor Parallelismبا

GPU01023–0ستون‌هایمحاسبه‌ی

GPU12047–1024ستون‌های

GPU23071–2048ستون‌های

GPU34095–3072ستون‌های

.reduceمی‌شنجمعخروجی‌هانهایتدرو

:مزایا

GPUهردرحافظهبهنیازکاهش

بزرگمدل‌هایtrainingوinferenceبرایمناسب

بزرگمدل‌هایدرسرعتافزایش
27
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مفاهیم پایه
Autoscaling / Model Serving
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Model Autoscaling
Model autoscalingنسخهچندمی‌گیرهتصمیمخودکاربه‌طورسیستمیعنی

instanceت‌هادرخواستعدادکاهشیاافزایشبابتونهتاباشه،فعالبایدمدلیکاز
.بشههماهنگ

چی؟یعنی

:سیستممی‌شه،زیاددرخواست‌هاتعدادوقتی

scale upمی‌کنهاجرابیشتریهایGPUرویرومدل

:می‌شنکمدرخواست‌هاوقتیو

scale downبشنآزادمنابعتامی‌کنهخاموشرومدل‌هابعضی
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Model Autoscaling
:هستنسنگینخیلیLLaMA، GPTمثلبزرگزبانیمدل‌های

گرونهخیلیGPUچندرویاون‌هادائمیاجرای

باشنفعالمدل‌هاهمهنیستنیازیوکمهخیلیدرخواست‌هاگاهیولی

:پس

1-autoscaling شنبمصرفمنابعهست،نیازوقتیفقطمی‌شهباعث

بشهکمترهزینههم -2

بگیرنپاسخکمlatencyتأخیرباکاربرانهم -3
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Model Autoscaling
Autoscalingمی‌کنه؟کارچطور

می‌کنهمانیتورروورودیترافیکسیستم-1

اجرامدلازجدیدinstance→شهزیاددرخواست‌هاتعداداگر-2
می‌شه

می‌شهبرداشتههاGPUبعضیرویازمدل→شهکمدرخواستاگر-3

همی‌شاستفادهبیشترسرعتبرایKVCacheیاcachingازگاهی-4
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Serverless Model-as-a-Service 
(MAAS) 

Model-as-a-Service (MAAS)بههکپلتفرمیاسیستمیکیعنی
روBERTیاLLaMAمثلماشینیادگیریمدل‌هایمی‌دهاجازهکاربران
.بشنزیرساختدرگیراینکهبدونکنن،استفادهوکننآپلود

:یعنی ،Serverless MAASمی‌گیموقتیو

سرورهاممستقیمدیریتبهنیازبدونوپویاخودکار،به‌صورتسرویساین
.می‌کنهروشن/خاموشومقیاس‌بندیاجرا،رومدل‌ها
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Model-as-a-Service (MAAS) 
:باشیداشتهچت‌باتمدلیهمی‌خوایکنفرض

باهاشکهمی‌دهبهتAPIیکومی‌کنیآپلودمدل‌توفقطMAASبا
غیرهوautoscalingحافظه،ها،GPUصحنهپشتخودشکنی،صحبت

می‌کنهمدیریترو

:serverless MAASبا

باشهروشنهمیشهمدلندارینیازحتی-

می‌شهفعالمدلبیاد،درخواستوقتیفقط-

می‌شهخاموشمدلبودن،بی‌استفادهمدتیازبعد-

می‌شهانجاممقیاس‌پذیروخودکارهمه‌چی-
33
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Model-as-a-Service (MAAS) 
Serverless MAASکلیدیویژگی‌های
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Model-as-a-Service (MAAS) 
واقعیهاینمونه
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Serving Instanceیعنی‌چی؟
رویاجراحالدرکهGPTیاLLaMAمثلمدلازفعالنمونه‌ییک
.دهبپاسخکاربردرخواست‌هایبهتاآماده‌ستوهستCPUیا GPUیک

یکمی‌کنه،کاردارهلحظهیکدرکه"مدلاززندهکپی"هریعنی
serving instanceمی‌شهمحسوب.

ندچرویبایدرومدلیامی‌فرستن،درخواستهم‌زمانزیادیکاربرانوقتی
GPUبامثلاًکنیمتقسیمtensor parallelismیاbatching:

کافیه1instance→درخواست 1

داریمنیازهمزمان20instanceیا10→ثانیهدردرخواست100

Serving Instanceرویالانهمینکهزبانیمدلیکیعنی
بهآماده‌ستواجراست،حالدرشده،لودCPUیاGPUسخت‌افزار

.بدهپاسخدرخواست‌ها
36
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Goodputیعنی‌چی؟
Goodputرای‌یعنی‌تعداد‌توکن‌های‌مفید‌و‌واقعی‌که‌مدل‌در‌واحد‌زمان‌ب

.کاربر‌تولید‌می‌کنه

:به‌عبارت‌دیگه

بات‌نه‌محاس)فقط‌توکن‌هایی‌که‌واقعاً‌به‌دست‌کاربر‌می‌رسن‌و‌معنا‌دارن‌
(داخلی‌یا‌هدر‌رفته

tokens per second (toks/sec):‌واحدش‌معمولاً‌هست
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Goodputیعنی‌چی؟
مثال‌واقعی

:توکن‌تولید‌کنه10،000روزی‌LLaMAفرض‌کن‌یه‌مدل‌

تا‌در‌صف‌افتادن‌و‌هرگز‌به‌کاربر‌نرسیدن2،000

تا‌واقعاً‌به‌کاربر‌برگشتن8،000

:در‌این‌حالت

Throughput = 10,000 toks/day

Goodput = 8,000 toks/day
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Goodputیعنی‌چی؟
مهمه؟Goodputچرا‌

:باید‌بدونیم ،LLMبرای‌ارزیابی‌درست‌کیفیت‌و‌کارایی‌سیستم‌

(بالا Throughput)آیا‌فقط‌داریم‌سریع‌محاسبه‌می‌کنیم؟‌

(بالا Goodput)یا‌واقعاً‌به‌موقع،‌مفید‌و‌کاربرمحور‌جواب‌می‌دیم؟‌

:هدف‌

Goodputرا‌تا‌جای‌ممکن‌نزدیک‌به‌Throughputکنیم.

39

محمد سعید صفایی–پروپوزال دکتری 

w
w
w
.Saeid

Safaei.ir
مفاهیم



Goodput
را‌کاهش‌می‌دن؟Goodputچه‌عواملی‌
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SLO (Service Level Objective)
SLOه‌یه‌قرارداد‌عددی‌یا‌هدف‌مشخص‌ک–« هدف‌سطح‌سرویس»یعنی‌

.سیستم‌باید‌برای‌کاربر‌رعایت‌کنه

:این‌هدف‌نشون‌می‌ده‌که

سرویس‌باید‌چقدر‌سریع،‌دقیق،‌در‌دسترس‌یا‌قابل‌اعتماد‌باشه

عملکرد‌سرویس‌باید‌چطور‌اندازه‌گیری‌و‌تضمین‌بشه
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SLO (Service Level Objective)
مهم‌است؟LLM servingدر‌SLOچرا‌

quality of service (QoS)برای‌مدیریت‌-1

دقیقauto-scalingبرای‌فعال‌کردن‌-2

  ،cachingبرای‌تصمیم‌گیری‌در‌مورد‌لود‌بالانسینگ،‌-3
prioritization

برای‌حفظ‌تجربه‌خوب‌کاربر‌نهایی-4
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Disaggregationیعنی‌چی؟
Disaggregationستمسییکمختلفبخش‌هایکردنتفکیک»یعنی»

.کنیممقیاس‌دهیومدیریتجداروبخشهربتونیمتابودن،همباقبلاًکه

چیه؟ Disaggregationازمنظور ،LLM Servingدنیایدر

:خاصبه‌طور

P/D Disaggregationمخفف:

P = Prefill

D = Decode

43

محمد سعید صفایی–پروپوزال دکتری 

w
w
w
.Saeid

Safaei.ir
مفاهیم



Disaggregationیعنی‌چی؟
می‌کنه؟کمکیچهDisaggregationپس

حافظهبزرگ،هایGPU)باشیداشتهprefillبرایسرورهاییمی‌تونی-1
(زیاد

سریع‌ترکوچکتر،decodeبرایسرورهاییاون،ازجداو-2

کنی autoscalingمقیاس‌دهیجداروبخشهر-3

کنیکنترلروburst workloadبتونیبهتر-4

می‌شهTTFT + TBTکلیتأخیرکاهشباعث-5
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Stop-the-world loadingیعنی‌چی؟
Stop-the-world loadingمدلیکمی‌خوادسیستمکهزمانییعنی

LLMمثلLLaMAبارگذاریروload،بشهمتوقفبایدچیزهمهکنه
.بشهکاملبارگذاریتاکنهصبرو

:یعنی

هیچ‌توکنی‌تولید‌نمی‌شه-

هیچ‌درخواستی‌پاسخ‌داده‌نمی‌شه-

منتقل‌ GPUبه‌حافظه‌(‌یا‌شبکه)تا‌وقتی‌که‌کل‌وزن‌های‌مدل‌از‌دیسک‌-
بشن
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Stop-the-world loading
می‌افته؟اتفاقزمانیچه

:مثلحالت‌هایدر

Cold Start: بایدتازهونیستحافظهتویاصلاًمدلیوقتیloadبشه

Autoscaling: یکرویرومدلمی‌خوایوقتیGPUاجراجدید
کنی

Model Swapping: حافظهازیکیوداریمختلفمدلچنداگر
باشهرفتهبیرون
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Stop-the-world loading
تویهنوزمربوطهمدلومی‌فرستهجدیدیدرخواستکاربرکنفرض

GPUنیست:

کنهبارگذاریstorageیادیسکازرومدلوزن‌هایاولبایدسیستم-
S3ازمثلاً

بکشهطولثانیه10ممکنهکاراین-

نمی‌شهدادهجوابیهیچمدتایندر-

می‌شهتولیدتوکناولینشد،تموملودوقتی-

-TTFT = 10بیشتریاثانیه
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Stop-the-world loading
Stop-the-world loadingبامقابلهراه‌حل‌های
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Burst Workload یعنی‌چی؟
Burst workloadادیزیتعدادموقتیوناگهانیبه‌طورکهزمانییعنی

دحازبیشترخیلیمعمولاًمی‌شن،واردسیستمبهrequestدرخواست
.نرمال

:یعنی

می‌دندرخواستهمزمانکاربران،ازبزرگموجیه-

بشهکندیاکنههنگاینکهبدونبده،پاسخبهشونبتونهبایدسیستم-

49

محمد سعید صفایی–پروپوزال دکتری 

w
w
w
.Saeid

Safaei.ir
مفاهیم



Burst Workload یعنی‌چی؟
Burst workloadادیزیتعدادموقتیوناگهانیبه‌طورکهزمانییعنی

دحازبیشترخیلیمعمولاًمی‌شن،واردسیستمبهrequestدرخواست
.نرمال

:یعنی

می‌دندرخواستهمزمانکاربران،ازبزرگموجیه-

بشهکندیاکنههنگاینکهبدونبده،پاسخبهشونبتونهبایدسیستم-
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Burst Workloadمشکل‌
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کنار‌میایدburstسیستم‌خوب‌چطور‌با‌
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Scaling Abstraction یعنی‌چی؟
Scaling Abstractionمدیریتبرایانتزاعیلایهیکایجادیعنی

جزئیاتاشهنبمجبورتوسعه‌دهندهیاکاربرکهطوریبهسیستم،مقیاس‌پذیری
رو(سرورهامدیریتیامنابعتخصیصبار،توزیعمثل)مقیاس‌پذیریپیچیده

.کنهمدیریت

.داریسروریکرویLLaMAمدلیهکنفرضمثال،برای

روscalingمقیاس‌پذیریمی‌تونهسیستممی‌شه،زیاددرخواست‌هاوقتی
روواست‌هادرخیاکنهاضافهبیشتریمنابعخودکارصورتبهمثلاًکنه،فعال
.کنهتقسیمسرورچندبین

روAPIومدلفقطکاربرومی‌مونهپنهانکاملاًکاربردیدازاتفاقاین
.می‌کنهاستفاده 53
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Scaling Abstraction یعنی‌چی؟
Scaling Abstractionمدیریتآنهدفکهاستطراحیمفهومیک

.استمختلفسیستم‌هایدرخودکاربه‌طورمقیاس‌پذیری

  ،Kubernetesمثلمختلفپلتفرم‌هایوابزارهادرمفهوماین
Serverless Platforms، یاCloud Functionsوشدهپیاده‌سازی

موردردنگرانیبهنیازیتوسعه‌دهندگانتامی‌کندکمکمستقیمبه‌طور
.باشندنداشتهمنابعمقیاس‌بندی

توسطکهاستمفهومیکخودشScaling Abstractionبنابراین،
ازیپیاده‌سسرویسیاویژگییکصورتبهمختلفپلتفرم‌هایوابزارها
.می‌شود
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استفاده‌می‌کنندScaling Abstractionابزارهایی‌که‌از‌
1-Kubernetes: توزیعومقیاس‌دهیخودکاربه‌طورکهکانتینرمدیریتپلتفرمیک
.می‌دهدانجامرابار

2-AWS Lambda: سرویسServerlessبرراتوابعخودکارمقیاس‌دهیکه
.می‌دهدانجامورودینیازهایاساس

3-Google App Engine: پلتفرمیکPaaSرابرنامه‌هاخودکاربه‌طورکه
.می‌کندمقیاس‌دهی

4-Azure Functions: سرویسFaaSمی‌دهدمقیاسراتوابعخودکاربه‌طورکه.

5-Docker Swarm: خوشه‌هایمدیریتبرایابزاریDockerومقیاس‌دهیکه
.می‌دهدانجامکانتینرهابینرابارتوزیع

6-Cloud Foundry: پلتفرمPaaSمدیریتومقیاس‌دهیخودکاربه‌طورکه
.می‌دهدانجامرابرنامه‌ها
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کانتینر‌چیست؟
.استدهشطراحیسرویس‌هاوبرنامه‌هااجرایبرایکهاستایزولهاجراییمحیطیککانتینر

انه‌ها،کتابخمانند)آن‌هااجرایبرایلازموابستگی‌هایتماموبرنامه‌هاکانتینرهاواقع،در
.می‌کنندبسته‌بندیخوددررا(غیرهوفایل‌هاتنظیمات،

:کانتینرکلیدیویژگی‌های

ازچ‌کدامهیکهمعنااینبهمی‌شوند،اجراهمدیگرازایزولهبه‌طورکانتینرها:ایزولاسیون-1
.ندارنددسترسیدیگرکانتینرتنظیماتیامنابعبهکانتینرها

کانتینری‌هایسیستمازکهمحیطییادستگاههررویمی‌توانندکانتینرها:بودنپورتابل-2
.شونداجرامی‌کند،پشتیبانیDockerمانند

بهسبتنبنابراینمی‌کنند،استفادهمیزبانسیستم‌عاملازکانتینرها:بودنسبک-3
.هستندسریع‌تروسبک‌ترمجازیماشین‌های

زیادیعدادتمی‌توانیعنیشوند،دادهمقیاسبه‌راحتیمی‌توانندکانتینرها:مقیاس‌پذیری-4
.کرداجراخودکاربه‌طوربیشتربارهایتحملبرایراکانتینر 56
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چیست؟pdfتشبیه‌کانتینر‌به‌
استی‌هاوابستگوکدحاویکانتینریکاست،مشاهدهقابلسیستمهردرکهPDFمشابه

وابستگی‌هاینصببهنیازاینکهبدونمی‌شود،اجراکندپشتیبانیآنازکهمحیطیهردرکه
.باشداضافی

هررویمی‌تواندباشد،شدهبسته‌بندیDockerکانتینریکدرکهبرنامه‌اییکمثلاً
.لینوکسیامک،ویندوز،درچهشود،اجرامی‌کندپشتیبانیDockerازکهسیستمی

:PHPمثلاًکانتینربدون

.کنیداجراراPHPبرنامهیکمی‌خواهیدکنیدفرض

سیستمرویمستقلطوربهرانیازموردابزارهایدیگروPHPبایدشماصورت،ایندر
ه‌طورببایدباشد،نیازمختلفوابستگی‌هاییاPHPمختلفنسخه‌هایاگر.کنیدنصبخود

.کنیدپیکربندیونصبدستی
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کانتینر
:Dockerمثلاًکانتینربا

کتابخانه‌ها، ،PHP)چیزهمهکهمی‌سازیدخودبرنامهبرایکانتینریکشمااینجا،در
.داردخودداخلدررا(وابستگی‌هاسایروپیکربندی‌ها،

یچ‌گونههبهکنید،اجراخودسیستمدرراآنوقتیومی‌شوداجراایزولهبه‌طورکانتینراین
.نداریدنیازاضافینصب

شدهه‌بندیبستآنداخلدرهمه‌چیزکهمی‌کنداستفادهکانتینرازسادگیبهشماسیستم
.است

دستی،‌طوربهنرم‌افزارهاپیکربندیونصببه‌جایمی‌کنید،استفادهکانتینرهاازوقتی
انتینرکازکهمحیطیهردرراآنودادهقرارکانتینرداخلراوابستگی‌هاتماممی‌توانید
زارنرم‌افنصببهنیازبدونسیستمیهردرکهPDFمثلدقیقاًکنید،اجراکندپشتیبانی
.استشدنبازقابلخاصی
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Kubernetes
به‌طورراکانتینرهامی‌توانیدشما ،Kubernetesمانندابزاریازاستفادهبا

.دکنیاجرا(نودها)مختلفسیستم‌هایرویمقیاس‌پذیروتوزیعخودکار

Kubernetesشماومی‌دهدانجامخودکاروهوشمندبه‌طورراکاراین
.نداریدمقیاس‌دهییابارتوزیعدستیمدیریتبهنیازی

Kubernetesفقطودمی‌کنپنهانشمابرایرامقیاس‌پذیریپیچیدگی‌های
‌طوربهابزاراین.داریدبرنامه‌هاوسرویس‌هامدیریتوتعریفبهنیازشما

ردومی‌کندتوزیعسرورهابینرابارمی‌دهد،تخصیصرامنابعخودکار
.می‌دهدانجامراکاراینخودکاربه‌طورمقیاس‌دهیبهنیازصورت

59

محمد سعید صفایی–پروپوزال دکتری 

w
w
w
.Saeid

Safaei.ir
مفاهیم



:در‌مقیاس‌پذیری‌و‌توزیع‌کانتینرهاKubernetesنحوه‌عملکرد‌

:هاPodایجاد-1

.می‌دهیدقرارPodقالبدرراخودبرنامه‌هایشما ،Kubernetesدر

.باشدکانتینرچندیایکشاملاستممکنPodهر

KubernetesاینPods می‌کندتوزیعخوشهمختلفنودهایبینرا.
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:در‌مقیاس‌پذیری‌و‌توزیع‌کانتینرهاKubernetesنحوه‌عملکرد‌

:Deploymentو ReplicaSetبامقیاسکنترل-2

ازشوند،اجرازمانهردرPodsازمشخصیتعدادبخواهیداگر-
ReplicaSetمی‌کنیداستفاده.

اجراحالدرهمیشهبرنامهیکازکانتینر3می‌خواهیداگرمثال،به‌عنوان
.می‌کندمدیریترااینKubernetesباشند،

-Deploymentخودکاررامقیاس‌دهیکهمی‌دهدراامکاناینشمابه
.کنیداستفادهRolling Updatesازوکنید
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:در‌مقیاس‌پذیری‌و‌توزیع‌کانتینرهاKubernetesنحوه‌عملکرد‌

:خودکاربه‌طورمقیاسکاهشیاافزایش-3

-Horizontal Pod Autoscaler (HPA)درKubernetes

دمانن)سیستمکاراییوکاریباراساسبررا Podsتعدادخودکاربه‌طور
CPU می‌کندتنظیم(حافظهیا.

 Podsخودکاربه‌طورKubernetesمی‌شود،زیادترافیککهزمانی-

.می‌کندایجادجدید
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:در‌مقیاس‌پذیری‌و‌توزیع‌کانتینرهاKubernetesنحوه‌عملکرد‌

1- Vertical Scaling (Mening Resources per Pod)

Vertical Scalingمثلمنابعافزایشمعنیبهعمودیمقیاس‌دهییا
.هستخاصPodیکبرایCPUپردازندهوRAMحافظه

 Podهربهبلکهنمی‌کنه،تغییرPodsتعدادعمودی،مقیاس‌دهیدر

 RAMوCPUمثلبیشتریمنابعمستقیمبه‌طورداده‌شدهاختصاص

.می‌شوددادهتخصیص

کترافیپردازشبرایبیشتریمنابعبهنیازPodیکاگرمثال،به‌عنوان
CPUآنبهمثلاً‌)دهیدافزایشراآنمنابعمی‌توانیدشماباشد،داشته

.(بدهیدبیشترحافظهیابیشتر
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:در‌مقیاس‌پذیری‌و‌توزیع‌کانتینرهاKubernetesنحوه‌عملکرد‌

2- Horizontal Pod Autoscaler (HPA) : 

Horizontal Pod Autoscalerتعدادکهمی‌دهروامکاناینشمابه
Podsازستفادهامثلکاریباراساسبربدیدکاهشیاافزایشروکانتینرها
CPUحافظهیا.

HPAتعدادPodsهرکهPodروهباشکانتینرچندیایکشاملممکنه
.می‌کنهتنظیمبرنامهیاسرویسیکبرای

تعدادخودکاربه‌طورHPAمیره،بالاترافیکیباروقتیساده‌تر،عبارتبه
Podsداشتهادرخواست‌هپردازشبرایبیشتریظرفیتتامی‌دهافزایشرو
.می‌دهکاهشخودکاربه‌طورروPodsتعدادمی‌شه،کمباروقتی.باشید
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:یادآوری‌مقیاس‌بندی‌عمودی‌و‌افقی
وپردازندههسته4باسروریکرویکهداریدوب‌سایتیککنیدفرض:عمودیمقیاس‌دهی

تصمیماستممکنشمایابد،افزایشوب‌سایتترافیکاگر.می‌شوداجرارمگیگابایت16
باربتوانیدتارمگیگابایت32وپردازندههسته8بهدهیدارتقاراسروراینکهبگیرید
.کنیدپردازشرابیشتری

رورسیکشماسرور،ارتقایجایبه.بگیریدنظردرراوب‌سایتهمان:افقیمقیاس‌دهی
چندیا2ماشحالا.کنیدتوزیعسرورهابینراترافیکتامی‌کنیداضافهسیستمبهجدید
.می‌کنندپردازشرادرخواست‌هاهمزمانبه‌طورکهداریدسرور
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Layer-level scaling
بههکاستتوزیع‌شدهسیستم‌هایمعماریدرمفهومیکلایهسطحدرمقیاس‌پذیرییا

.دارداشارهسیستمیکمختلفلایه‌هایدرمنابعمدیریتومقیاس‌دهی

:Layer-level Scalingچیستی

لایههر.ودمی‌شتقسیملایهچندینبهسرویسیابرنامهیکمعمولاًپیچیده،سیستم‌هایدر
:مثلاًباشد،کارازخاصبخشیکمسئولاستممکن

(کاربریرابط)فرانت‌اندلایه

(برنامهمنطق)بک‌اندلایه

(داده‌هامدیریت)دیتابیسلایه

مقیاس‌دهیراسیستمازلایههرمستقلبه‌طورمی‌توانیدشمایعنیلایهسطحدرمقیاس‌پذیری
.شودمدیریتجداگانهوبهینهبه‌طوربخشهربراینیازموردمنابعتاکنید
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Layer-level scaling
:هیددانجاممقیاس‌دهیکهداریدنیازویافتهافزایششماکاربرانتعدادکنیدفرض

بهاسخ‌دهیپبرایبیشتریسرورهایودهیدمقیاسرافرانت‌اندلایهفقطمی‌توانیدشما-1
.کنیداضافهکاربراندرخواست‌های

ودادهمقیاسرابک‌اندلایهتنها،باشندشدهکندتربک‌اندپیچیدهپردازش‌هایاگر-2
.کنیداضافهدرخواست‌هاپردازشبرایبیشتریسرورهای

مقیاساردیتابیسلایهتنهاشده‌اند،زیاددیتابیسدرخواست‌هایوکردهرشدداده‌هااگر-3
.دادهپایگاهچندبینداده‌هاتوزیعبامثلاًدهید،
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Zigzag scheduling
متناوبومناسببه‌طوردرخواست‌هایاکارها ،Zigzag schedulingدر
.می‌شودتوزیع(خوشه‌هایاسرورهامثلاً)مختلفمنابعبین

یابارآندرکهاستمنابعتوزیعبهینه‌سازیوپیش‌بینیالگوریتماینهدف
.می‌شودتقسیمموجودمنابعبینمتناوبومنظمبه‌طورترافیک

هایکاربه(پردازنده‌هایاسرورهامثل)منابعکهزمانیالگوریتم،ایندر-
.ی‌شودمانجامزیکزاکبه‌طورتخصیصاینمی‌شوند،دادهتخصیصمختلف

وزیعتمتناوبالگوییباومنظمصورتبهکارهاکهمعناستاینبهاین-
یادرگیرمنابعازهیچ‌کدامکهبه‌طوریاست،تنظیمخودنوعیبهکهمی‌شوند

.نمی‌گیرندقرارزیادفشارتحت
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Zigzag scheduling
تعدادیبهدبایکهداریدسرورچندینباتوزیع‌شدهسیستمیککنیدتصور

عتوزیزیکزاکبه‌طوردرخواست‌هاسیستم،ایندر.دهدپاسخدرخواست
:می‌شوند

.می‌کندپردازشرادرخواستیک1سرور

.می‌کندپردازشرابعدیدرخواست2سرور

.می‌شوددادهاختصاصبعدیدرخواستبه3سرور

به‌طوررونداینومی‌کند،پردازشرابعدیدرخواست1سروردوبارهسپس
.می‌یابدادامهمتناوب

قرارزیادیفشارتحتسروریهیچکهمی‌شودباعثمنابعتوزیعنوعاین
.شوندتقسیممنابعبینمنظمبه‌طورکارهاونگیرد 69
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Live Autoscaling:
Live autoscalingزماندروخودکاربه‌طورکهدارداشارهفرآیندیبه

یستمسنیازاساسبررا(کانتینرهایاسرورهامانند)منابعتعدادliveواقعی
.می‌دهدکاهشیاافزایش

وخودکاربه‌طورومی‌شودانجامسیستمعملکرددروقفهبدونکاراین
.می‌دهدمقیاسنیازاندازهبهرامنابعداینامیک

زیادیترافیکفرایدیبلکمانندخاصیزمان‌هایدرکهداریدوب‌سایتیککنیدفرض
.دارد

تربیشتعدادپردازشبرایراخودسرورهایتعدادواقعیزماندرخودکاربه‌طورسیستم
.می‌دهدافزایشدرخواست‌ها

بهینهعمنابتامی‌کندپیداکاهشخودکاربه‌طورسرورهاتعدادزیاد،ترافیکپایانازبعد
.شوندمصرف 70
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Cooperative Execution:
Cooperative executionاجراییواحدهاییامنابعهمکاریمفهومبه

اشارهبهینهبه‌طورمنابعتوزیعوکارهاانجامدر(کانتینرهایاسرورهامثل)
.دارد

کاریبارتامی‌کنندکارهمباهم‌زمانومشارکتیبه‌طورمنابعروش،ایندر
.شودتقسیمبهینهشکلبه

.داریدبزرگدادهپردازشسیستمیککنیدفرض

وندشاجرامختلفسرورهایدرهم‌زمانبه‌طورمی‌توانندمختلفپردازش‌هایسیستم،ایندر
.کنندپردازشراهستندوابستههمبهکهکارهایییکدیگر،همکاریباو

.شودحفظبهینهعملکردوکندپیداکاهشپردازشزمانکهمی‌شودباعثمدلاین
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Live Autoscaling vs Cooperative Execution:

Live Autoscaling(رهاکانتینیاسرورها)منابعتعدادخودکاربه‌طور
.می‌دهدمقیاسواقعیزماندرتغییراتاساسبررا

Cooperative executionمنابعهمکاریوهماهنگیمعنایبه
استفادهلشکبهترینبهمنابعازوشوندپردازشبهینهبه‌طورکارهاتااست
.شود 72
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Resource Wastage یا‌هدر‌رفت‌منابع

به‌طورمنابعکهصورتیدربه‌ویژه ،Cooperative Executionدر
 resourceمنابعهدررفتاستممکنکنند،کارهمباهم‌زمانوهماهنگ

wastageشودبیشتر.

ریهمکاحالدرمنابعکهبیایدوجودبهمواردیدراستممکنمشکلاین
.نمی‌شوداستفادهآن‌هاازبهینهطوربهاماهستند

ه‌طورباستممکن(کانتینریاسرورمانند)منبعچندین ،Cooperative Executionدر
.کنندکارکاریباریاوظیفهیکپردازشبرایهمزمان

ازبرخیاستممکنکنند،کارکارهابهینهتقسیمبدونوهماهنگبه‌طورمنابعایناگراما
منابعهدررفتبهمنجرنتیجهدروبمانندباقیunderutilizedکم‌کارطوربهمنابع
.شوند
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Parameter Loading
Parameter loadingمانند‌)فرآیندی‌است‌که‌در‌آن‌پارامترهای‌مدل‌

ر‌از‌داده‌های‌ذخیره‌شده‌در‌دیسک‌یا‌سرو(‌وزن‌ها،‌بایاس‌ها،‌و‌تنظیمات‌دیگر
بارگذاری‌(‌در‌کارت‌گرافیک VRAMیا‌ RAMمعمولاً‌)به‌حافظه‌اجرایی‌

رنامه‌های‌می‌شوند‌تا‌برای‌پردازش‌و‌استنتاج‌در‌مدل‌های‌یادگیری‌ماشین‌یا‌ب
.پیچیده‌استفاده‌شوند

یا‌مثل‌دیسک‌سخت)ابتدا‌پارامترهای‌مدل‌از‌داده‌های‌ذخیره‌شده‌:‌بارگذاری‌پارامترها-1
.بارگذاری‌می‌شوندRAMبه‌حافظه‌اصلی‌(‌فضای‌ذخیره‌سازی‌ابری

تنتاج‌یا‌پس‌از‌بارگذاری،‌مدل‌می‌تواند‌این‌پارامترها‌را‌در‌فرآیند‌اس:‌استفاده‌در‌پردازش-2
.آموزش‌استفاده‌کند

امترها‌به‌در‌صورت‌نیاز،‌برای‌بهینه‌سازی‌سرعت‌پردازش،‌بارگذاری‌پار:‌توزیع‌و‌پردازش-3
GPUیا‌واحدهای‌پردازش‌ویژه‌مثل‌TPUمی‌تواند‌انجام‌شود. 74
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Parameter Loading
:نکته

Cold Startفضایازمنابعوپارامترهابارگذاریبهخاصبه‌طور
نیازموردزمانوداده‌هاحجمدلیلبهکهدارداشارهحافظهبهذخیره‌سازی

.می‌شودتاخیرباعثانتقال،برای

Parameter Loadingنقش(سردشروعتاخیریعنی)فرآیندایندر
بزرگ‌هایسیستمدربه‌ویژهشود،بالاتأخیرزمانباعثمی‌تواندودارداساسی

.پیچیدهو

یاسریع‌ترحافظهازاستفادهمثلروش‌هاییازتاخیر،اینکاهشبرای
.کرداستفادهمی‌توانپیش‌بارگذاری
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Scaling Stall Time 
Scaling Stall Timeهنگامکهاستزمانیمحدودیتیاتاخیرزمان

(رورهاسبینمنابعانتقالیاجدیدمنابعافزودنمثلاً)سیستممقیاس‌دهی
:کهدهدرخزمانیاستممکناین.می‌آیدبه‌وجود

.می‌کندزادآراقدیمیمنابعیامی‌کنداضافهجدیدمنابعکندیبهسیستم-1

طولجهیتوقابلطوربهدیگرنودبهنودیکازمنابعیاداده‌هاانتقالزمان-2
.می‌کشد

کندیایتوقفباعثواستپیچیدهسیستمدربارهماهنگییاتوزیع-3
.می‌شود

Scaling Stall Timeبهمسیستمقیاس‌دهیهنگامکهاستتأخیرییاتوقفزمان
.یدمی‌آبه‌وجودمنابعبینپیچیدههماهنگییاداده‌ها،انتقالمنابع،تخصیصدلیل

.شودمنفیکاربریتجربهوعملکردکاهشباعثاستممکنتأخیراین
76
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مفاهیم پایه
Caching / Data Plane
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Cache Miss: 
Cache Missکشدرشده،درخواستکهداده‌ایکهمی‌افتداتفاقزمانی

(دادهرورسیادیسکمانند)اصلیمنبعازبایدونباشدموجود(سریعحافظه)
.شودبارگذاری

ازداده‌هااینکهجایبهزیراشود،بیشترپاسخ‌دهیزمانکهمی‌شودباعثاین
کهشوندتدریافسیستماصلیمنابعازبایدشوند،گرفتهکشسریعحافظه
.استکندترمعمولاً
.استداده‌هاپردازشحالدروبسرویسیککنیدفرض

شدهراحیطپیشیننتایجذخیره‌سازیبرایکشیسیستمپردازش،سرعتافزایشبرای
.است

راداده‌هاایدبسیستمباشد،نشدهذخیرهکشدرقبلاًکهکندداده‌ایدرخواستکاربراگر
می‌شودباعثواستکشازکندترمعمولبه‌طورکهکند،بارگذاریاصلیدادهپایگاهاز

Cache Missدهدرخ.
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Cache Hit: 
Cache Hitحافظه)کشدرنظرموردداده‌هایکهمی‌دهدرخزمانی

نیازبدونکشازبلافاصلهراداده‌هاتاباشدقادرسیستموباشندموجود(سریع
.کندبازیابیدادهپایگاهیادیسکمانندکندترمنابعبهدسترسیبه

.ودمی‌شسیستمکاراییافزایشوتأخیرزمانکاهشباعثفرآینداین
راداده‌ایباراولینبرایبرنامهیاسیستمکهوقتی:می‌شوندذخیرهکشدرداده‌ها-1

درتامی‌شوندذخیرهکشدرمعمولاً‌داده‌هااین،(دادهپایگاهازمثلاً)می‌کندبارگذاری
.گیرندقراردسترسدرسریع‌تربعدیدرخواست‌های

‌هادادههمانبرایمشابهدرخواستیکوقتی:می‌شودارسالکشبهجدیددرخواست-2
.می‌زندسرکشبهابتداسیستممی‌شود،وارددوباره

ازلهبلافاصراآن‌هاسیستمباشند،موجودکشدرداده‌هااگر:استموجودکشدرداده-3
.می‌گوییمCache Hitمرحلهاینبهکهمی‌کندبازیابیکش 79
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Cache Miss and Cache Hit: 
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Host Cache:
Host Cacheسرورهایامحلیسیستم‌هایدرکهدارداشارهکشیبه

.می‌شودذخیره(نودها)

دارندرارقمیزبانیاسرورحافظهدرکهباشدداده‌هاییشاملمی‌تواندکشاین
.گیرندقراردسترسدرسریعبه‌طورمی‌توانندو

Host Cacheرویفشارکاهشوداده‌هابهدسترسیزمانکاهشبرای
.استشدهطراحی(ذخیره‌سازیسیستم‌هاییادادهپایگاهمثل)اصلیمنابع
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Remote Cache:
کهHost Cacheبرخلاف:می‌شوندذخیرهدیگرسیستم‌هایدرداده‌ها

کش‌هایمثلاً)دورکش‌هایدرداده‌هامی‌شود،ذخیرهسرورمحلیحافظهدر
 RedisیاMemcachedمانندشبکهبرمبتنیکش‌هاییاتوزیع‌شده

.می‌شوندذخیره

قابلهشبکطریقازمعمولاًکش‌هااین:شبکهطریقازداده‌هابهدسترسی
.باشندهداشتبیشتریتأخیرزماناستممکنبنابراینهستند،دسترسی

سرورینچندبهمقیاس‌پذیربه‌طورمی‌تواننددورکش‌های:بالامقیاس‌پذیری
.کنندتحملرابیشتریبارمی‌شودباعثکهشوند،توزیعنودیا
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O(1) Chaching:
O(1) Cachingهبدسترسیکهمی‌شوداطلاقکشیالگوریتم‌هایبه

.می‌دهندانجامثابتزماندرراکشدرداده‌ها

وتاسکشاندازهازمستقلداده‌هابهدسترسیزمانکهمعناستبدیناین
.نداریمپیچیدهپردازش‌هاییاداده‌هادرجستجوبهنیازی

O(1)اینبهکهاست،ثابتزمانمعنیبهالگوریتم‌هاتحلیلاصطلاحاتدر
مجموعههاندازبهوابستگیهیچ‌گونهداده‌هابهدسترسیعملیاتکهمعناست
.می‌بردثابتزمانهمیشهونداردداده‌ها

یاRAMحافظهمانند)دارداشارهسرورمحلیکشبهمعمولاًکه ،Host Cacheدر
.استدستیابیقابلراحتیبهO(1)،(می‌شوندذخیرهخاصسروریکدرکهکش‌هایی
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O(1) Chaching:
O(1)زیرااست،ممکننیزتوزیع‌شدهکش‌هایدرداده‌هابهدسترسی
ندمانمشابهداده‌ایساختارهایازتوزیع‌شدهکشسیستم‌هایازبسیاری

Hash MapیاLRU Cache ؤثرمبه‌طورمی‌توانندکهمی‌کننداستفاده
.باشندداشتهدسترسیداده‌هابهثابتزمانباو

چندینبینداده‌هاکهNetwork Cacheشبکه‌ایکش‌هایدرحتی
ترسیدسبرایسریعداده‌ایساختارهایازمی‌شوند،توزیعسیستمیاسرور
.می‌شوداستفادهداده‌هابهسریع

ایندرداده‌هابهدسترسیO(1)شود،پیاده‌سازیبه‌درستیکشالگوریتماگر
.استامکان‌پذیرهمکش‌ها
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Global Parameter Pool 
موازیاتمحاسبیاماشینیادگیریمدل‌هایکههنگامیتوزیع‌شده،وپیچیدهسیستم‌هایدر
نودهاامتمبینباید(عصبیشبکه‌هایدروزن‌هامثل)پارامترهامعمولبه‌طورمی‌شوند،اجرا
.شوندگذاشتهاشتراکبه

استفادهپارامترهاییازاستممکنماشینیادگیریمدل‌های:توزیع‌شدهماشینیادگیریدر
در.شوندهاستفادآموزشفرآینددرسرورهایانودهاهمهتوسطمشترکبه‌طوربایدکهکنند
ذخیرهخوددرراپارامترهااینتمامی Global Parameter Poolیکحالت،این

.می‌کند

چندینارایدکهسیستم‌هاییدرمشترکپیکربندیپارامترهای:توزیع‌شدهسیستم‌هایدر
یکدرمی‌توانندنیز(ابریپردازشسیستم‌هاییاKubernetesمانند)هستندنود

Global Parameter Poolازنودهاتمامیکهشودحاصلاطمینانتاشوندنگهداری
.می‌کننداستفادهتنظیماتازیکسانمجموعهیک
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Global Parameter Pool 
:مثلا

درمدلآموزشکههنگامی ،Deep Learningمدل‌هایآموزشدر
ویکسانبه‌طوربایدبایاس‌هاووزن‌هامی‌شود،انجامGPUیاسرورچندین
.شوندگذاشتهاشتراکبهسرورهاتمامدرمتمرکز

بهوکردهذخیرهراوزن‌هااینمی‌تواند Global Parameter Poolیک
.نندکاستفادهیکسانداده‌هایازآموزشفرآینددرتادهداجازهسرورهاتمام

86

محمد سعید صفایی–پروپوزال دکتری 

w
w
w
.Saeid

Safaei.ir
مفاهیم



Multi-tier Caching

کهمی‌شوند،ذخیرهکشمختلفسطحچندیندرداده‌ها ،Multi-tier cachingدر
زیذخیره‌ساهزینه‌هایوظرفیتسرعت،نظرازمتفاوتیویژگی‌هایمی‌تواندسطحهر

:شاملاستممکنکشسطوحاین.باشدداشته

مثل)محلیحافظهدرمعمولاًکوچک،وسریعکش :L1 Cacheاوللایهکش-1
RAM کشحافظهیاCPUداردقرار.

سریعترهمچناناما ،L1بهنسبتکندتروبزرگترکش :L2 Cacheدوملایهکش-2
.اصلیمنابعبهدسترسیاز

کهپردازندهچندبینمشترکمعمولاًوبزرگترکش :L3 Cacheسوملایهکش-3
.می‌شوداستفادهنیستند،موجود L2یا L1درکهداده‌هاییبرای

ممکنداده‌هامقیاس‌پذیر،سیستم‌هایدر :Distributed Cacheتوزیع‌شدهکش-4
درراداده‌هاکهشوندذخیره Memcachedیا Redisمانندتوزیع‌شدهکش‌هایدراست

.می‌کندپخشنودیاسرورچندین 87
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Multi-tier Caching

افظهحکشمثلاً)اوللایهکشبهابتدادرخواست‌ها:می‌شوندتوزیعبهینهطوربهداده‌ها
RAMمی‌کنندمراجعه.

مراجعه(دهتوزیع‌شکشیادیسککشمثلاً)بعدیلایه‌هایبهنباشند،کشایندرداده‌هااگر
.می‌شود

:می‌کندعملمختلفظرفیت‌هایباکشلایههر

.می‌شودذخیرهمحلیحافظه‌هایدرواستسریعترینمعمولاL1ًکش

.کندذخیرهراداده‌هامی‌تواندبیشترولیدارد L1بهنسبتکمتریسرعتL2کش

گذاشتهاکاشتربهسروریاپردازندهچندینبیناستممکنواستبزرگترمعمولاL3ًکش
.شود

ویرهذخمؤثرتربه‌طورداده‌هامختلف،کش‌هایازاستفادهبا:داده‌هابهدسترسیزمانکاهش
.می‌شودسیستمکاراییافزایشوتأخیرزمانکاهشباعثکهمی‌شوند،بازیابی
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Serial Forwarding Multicast

Serial Forwarding Multicastدردادهانتقالروشیک
بهserialترتیببهداده‌هاآندرکهاستMulticastشبکه‌های
parallelهم‌زمانطوربهاینکهبه‌جایمی‌شوند،ارسالگیرندهچندین

.شوندارسالگیرندگانتمامیبه

گیرنده،چندینبهداده‌هاهم‌زمانارسالبه‌جای :Serialترتیبیارسال
.می‌شوندارسالگیرندههربهترتیببهداده‌ها

Multicast: برخلافUnicastارسالگیرندهیکبهداده‌هاآندرکه
درمی‌شود،ارسالگیرندگانتمامبهداده‌هاکهBroadcastیامی‌شود

Multicastمی‌شودارسالگیرندگانازخاصگروهیکبهتنهاداده‌ها.

ترتیبایدقیقکنترلبهنیازکهشرایطیدرمعمولاًروشاین:خاصکاربرد
.می‌شوداستفادهداردوجودداده‌هاارسالدر
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Serial Forwarding Multicast

مامتبرایهم‌زمانطوربهداده‌هاارسالکهشرایطیدر:شبکهبارکاهش-1
 Serial Forwardingکند،بارگذاریراشبکهاستممکنگیرندگان

Multicastورتصبهداده‌هازیراکند،کمکشبکهبارکاهشبهمی‌تواند
.می‌شوندارسالترتیبی

نیازکهکاربردهاییدراستممکنروشاین:ارسالترتیبدقیقمدیریت-2
.دباشمفیددارند،داده‌هاارسالدرپیش‌بینی‌شدهومشخصترتیببه

درواندمی‌تبارهردرگیرندهیکبهداده‌هاارسال:شبکهدرتأخیرکاهش-3
.باشدمفیدبرسد،حداقلبهبایدشبکهتأخیرکهمواردی 90
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DistServe

DistServe صورتبهاستممکنکهDistributed Serviceیا
Distributed Serverهبکهاستمعماریمدلیکباشد،داشتهاختصار

.دارداشارهتوزیع‌شدهخدمات

م‌هایسیستابری،پردازشدرویژهبهفناوری،مختلفزمینه‌هایدرمدلاین
مقاومتومقیاس‌پذیریعملکرد،بهبودبرایمقیاس‌پذیر،مدل‌هایوتوزیع‌شده،

.می‌شوداستفادهخطاهابرابردر

DistServeانمکیانودسرور،چندینسراسردرخدماتتوزیعمفهومبه
.دارداشارهمختلفجغرافیایی

برای‌پذیرمقیاسیاابریتوزیع‌شده،سیستم‌هایدرمعمولبه‌طورسیستماین
.می‌شوداستفادهپاسخ-درخواستفرآیندهایبهینه‌سازی 92
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می‌کند؟کارDistServeچطور
.می‌شوندتوزیعمختلفسرورهایبهدینامیکبه‌طوردرخواست‌ها ،DistServeمعماریدر

.گیردصورتبارتوزیعیازمان‌بندیالگوریتم‌هایازاستفادهباخودکاربه‌صورتاستممکنتوزیعاین

:Load Balancingبارتوزیع

الگوریتماین.می‌شودتوزیعمختلفسرورهایبهLoad Balancerطریقازدرخواست‌هابار
.کند‌گیریتصمیمسرورشلوغییاپاسخ‌دهی،زمانسرور،ظرفیتمانندفاکتورهاییاساسبرمی‌تواند

:توزیع‌شدهمحاسبات

ی‌شوند،مانجاممختلفسرورهایدرتوازیصورتبهدارند،زیادیمنابعبهنیازکهپردازشیمحاسبات
.می‌کندکمکپردازشزمانکاهشوکاراییافزایشبهکه

:همگام‌سازیوهماهنگی

یاتناقض‌هایجاداازتاباشندداشتهسرورهابیندقیقیهمگام‌سازیوهماهنگیبایدتوزیع‌شدهسیستم‌های
.می‌شودانجامتوزیع‌شدهپروتکل‌هایتوسطمعمولاًفرآینداین.شودجلوگیریداده‌هاتداخل
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DistServe؟داردکاربردهاییچه
:ابریسیستم‌های

 Googleو Amazon Web Services (AWS)، Microsoft Azureمانندابریپلتفرم‌های

Cloudمانندتوزیع‌شدهمدل‌هایازDistServeبرابردرمقاومومقیاس‌پذیرخدماتارائهبرای
.می‌کننداستفادهخطا

:ماشینیادگیریمدل‌های

آموزشتامی‌شوندتوزیعمختلفنودهایبینمدل‌هاوداده‌هاتوزیع‌شده،ماشینیادگیریسیستم‌هایدر
.شودانجامسریع‌ترپیش‌بینی‌هاومدل‌ها

:مقیاس‌پذیروبسیستم‌های

می‌تواندDistServeازاستفادهدارند،درخواستزیادیتعدادپردازشبهنیازکهوبسیستم‌هایدر
.شودتأخیرزمانکاهشوعملکردبهبودباعث
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Fine-grained Scaling Abstraction

منابعمقیاس‌دهیفرآیند ،Fine-grained scaling abstractionدر
.می‌شودانجامجزئیودقیقبه‌طور

ود،شمقیاس‌دهیهمزمانبه‌طورسرویسیکیاسیستمکلکهاینجایبه
.کردیمتقسمختلفلایه‌هاییاکوچکترقسمت‌هایبهرامقیاس‌دهیمی‌توان

:مثالبرای

  ،API،دیتابیسمثل)خاصبخشیاسیستمازلایههربرایمی‌توانیدشما
اندبپهناییاحافظه،پردازنده‌ها،مانند)منابعجداگانهبه‌طور(داده‌هاپردازش
.دهیدتخصیص(شبکه

بهینه‌ترودقیق‌ترشکلیبهراخودسیستمکهمی‌دهداجازهشمابهامکاناین
صیصتخسیستمازبخشهرواقعینیازاساسبررامنابعتادهیدمقیاس
.دهید
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Coarse-grained Scaling

Coarse-grained scalingًمسیستعمومیوکلیمقیاس‌دهیبهمعمولا
سرویسیاسیستمکلبرایوهمزمانبه‌طورمنابعآندرکهدارداشاره

.می‌یابدتخصیص

به‌طوراصخسرویسیکیااپلیکیشنکلبرایمنابعاستممکنمثال،برای
.شوددادهتخصیصیکسان

دقیقاً‌کهمی‌دهدراامکاناینشمابهfine-grained scalingمقابل،در
.دهیدتخصیصرامنابعلایهیاسرویسبخش،هربرای
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Latency-aware scheduling

Latency-aware schedulingزمان‌بندیدررویکردیک
schedulingتأخیرزمانآندرکهاستlatencyفاکتورهایازیکی

.استظایفواجرایبرنامه‌ریزییامنابعتخصیصبرایتصمیم‌گیریدراصلی

ویپردازششبکه‌هایتوزیع‌شده،سیستم‌هایدرمعمولاًزمان‌بندینوعاین
سالاریاداده‌هاپردازشدرتاخیرکهجاییمی‌شود،استفادهابریمحاسبات

.بگذاردتوجهیقابلتأثیرکاربریتجربهوعملکردبرمی‌توانددرخواست‌ها

اساسبروظایفاجراییامنابعتخصیصزمانبندیبهمربوطتصمیمات
.می‌شوداتخاذتأخیرزمان
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Latency-aware schedulingمیکند؟کارچگونه
:منابعووظایفشناسایی-1

.کندشناساییرا(شبکه‌هاکانتینرها،سرورها،)موجودمنابعومختلفوظایفبایدسیستمابتدا

:تأخیراندازه‌گیری-2

وکردهریاندازه‌گیرامختلفمنابعدروظیفههراجرایبهمربوطتأخیربایدسیستمسپس
.کندذخیرهارتباطییاپردازشیمسیرهربرایراتأخیرزمانبهمربوطاطلاعات

:وظایفبهینهتخصیص-3

شوداجرامنابعکدامرویبایدوظیفهکدامکهمی‌گیردتصمیمسیستمتحلیل،وتجزیهازپس
باندپهنایسرور،بهترینانتخابشاملاستممکنتصمیماتاین.برسدحداقلبهتأخیرتا

.باشندپردازشینودهاییاشبکه

:پاسخزمانمدیریت-4

واست‌هادرخبهپاسخ‌دهیزمانکهمی‌کندزمان‌بندیگونه‌ایبهراوظایفسیستمنهایت،در
.برسدحداقلبهپردازش‌هایا
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RDMA Remote Direct Memory Access

Remote Direct Memory Access (RDMA)گفتهپروتکلیبه
ایکارت‌هیاسرورهامثل)دستگاه‌هابینراداده‌هاانتقالامکانکهمی‌شود
.می‌آوردفراهمحافظهدرمستقیمبه‌طور(شبکه

نتقلمدیگردستگاهحافظهبهدستگاهیکحافظهازداده‌هافناوری،ایندر
یاCPUپردازندهسمتازاضافیپردازش‌هایبهنیازاینکهبدونمی‌شوند

.باشدسیستم‌عامل

ازترکمتأخیرباوسریع‌تربسیارداده‌هاانتقالکهمی‌شودباعثامراین
.باشدTCP/IPمانندسنتیروش‌های
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RDMA Remote Direct Memory Access

مانند)سریعشبکه‌هایطریقاز(سروردومثلاً)دستگاهدومیانارتباط ،RDMAدر
InfiniBandیاRDMA over Converged Ethernet (RoCE)برقرار

.می‌شود

:استصورتاینبهفرآینداین

ازممستقیبه‌طورداده‌هاکهمی‌کنددرخواستدستگاه‌هاازیکی :RDMAدرخواست-1
.شوندنوشتهیاخواندهدیگردستگاهحافظه

ه‌هایشبکطریقازپردازشبهنیازبدونداده‌هادرخواست،تاییدازپس:داده‌هاانتقال-2
لمنتقدیگردستگاهحافظهبهدستگاهیکحافظهازRoCEیاInfiniBandخاص

.می‌شود

یا CPUطرفازاضافیپردازشهیچانتقال،اتمامازپس:پردازندهبهبازخورد-3
وسیدسترکنترل‌هایمدیریتمسئولیتتنهاپردازنده‌هاونمی‌شودانجامسیستم‌عامل
.دارندعهدهبرراهماهنگی‌ها 101
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 RDMAمزایای

یااملسیستم‌عتوسطپردازشبهنیازبدونداده‌هاانتقال:Low Latencyتأخیرکاهش
CPU، دارند،سریعخپاسبهنیازکهسیستم‌هاییبرایویژگیاین.می‌شودتأخیرکاهشباعث
.استمهمبسیاربالامقیاس‌پذیریوبلادرنگپردازش‌هایمانند

می‌آوردفراهمراامکاناینومی‌کندکمکCPUبارکاهشبهRDMA:کاراییافزایش
.داده‌هاانتقالتاکنندتمرکزمحاسباتیوظایفرویبیشترپردازنده‌هاکه

سنترهاادیتدربه‌ویژهمقیاس‌پذیروتوزیع‌شدهسیستم‌هایبرایRDMA:بالامقیاس‌پذیری
سرعتباراداده‌هابزرگمقیاس‌هایدرمی‌تواندتکنولوژیاین.استمفیدابریبرنامه‌هایو

.کندمنتقلکمتأخیروبالا

بارهایوحجیمداده‌هایانتقالبرایبه‌ویژهRDMA:دادهسنگینبارهایبرایبالاکارایی
.استمؤثرتوزیع‌شدهداده‌هایذخیره‌سازیوعظیمداده‌هایپردازشمانندسنگین
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NVLink 

NVLinkتوسطکهاستبالاپهنایباندباارتباطیفناورییک
NVIDIAگرافیکیپردازنده‌هایبینارتباطبرایویافتهتوسعهGPU

.استشدهطراحی

الا،بعملکردتامی‌کندکمکموازیپردازشسیستم‌هایبهفناوریاین
.کنندمفراهمحاسباتیسیستم‌هایدرراتأخیرکاهشوبهترمقیاس‌پذیری

شبیه‌سازی‌هایعمیق،یادگیریمدل‌هایمی‌توان ،NVLinkازاستفادهبا
.دادانجامسریع‌ترومؤثرتربه‌طورراپیچیدهرندرینگ‌هایوعلمی
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 NVLinkمزایای

چندینکهمی‌دهدراامکاناینNVLink:موازیپردازش‌هایدربیشترعملکرد-1
GPUداده‌هاشپردازسرعتافزایشباعثکهکنند،همکارییکدیگرباسیستمیکدر
.می‌شود

دارند،نیاززیادیپردازشیقدرتبهکهعلمیشبیه‌سازی‌هایوماشینیادگیریدرامراین
.استضروری

اتصالبرایNVLinkازاستفاده:بزرگپردازشیسیستم‌هایبرایبالامقیاس‌پذیری-2
کهمی‌دهدراامکاناینواستامکان‌پذیرراحتیبهسیستمیکدرGPUچندین

.شوندایجادبالاعملکردبامقیاس‌پذیرپردازشیسیستم‌های

حالیدر.استسریع‌ترPCIeازتوجهیقابلبه‌طورPCIe:NVLinkازسریع‌تر-3
بالاتر،باندپهنایدلیلبهNVLinkاست،مناسبسیستم‌هااکثربرایPCIeکه

.دارندداده‌هاموازیوسریعانتقالبهنیازکهاستکارهاییبرایعالیگزینه‌ای
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TPU Tensor Processing Unit

حجمعصبی،شبکه‌هایمثلDeep Learningعمیقیادگیریمدل‌های
.دارندعددیوماتریسیمحاسباتاززیادی

CPUحتیوهاGPUطراحیگرافیکییاعمومیمحاسباتبرایکهها
.نیستندبهینهکاراینبرایشده‌اند،

:کهبسازدخاصپردازندهیکگرفتتصمیمگوگلبنابراین

تمرکزماتریس‌هاضربمثلTensorبهمربوطعملیات‌هایرویفقط-1
کند

مدل‌هایبرایGPUوCPUبهنسبتبالاتریبهره‌وریوسرعت-2
باشدداشتهماشینیادگیری

باشدداشتهکمتریبرقمصرف-3 105
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Compute Fabric

Compute Fabricتهگفارتباطیلایهیاشبکهیکبهکلیطوربه
راامکاناینومی‌کندمتصلیکدیگربهرامختلفمحاسباتیمنابعکهمی‌شود
گذاشتهاشتراکبهمؤثربه‌طورویکپارچهبه‌طورمنابعاینکهمی‌آوردفراهم
.شوند

‌شدهتوزیعمحاسباتومقیاس‌پذیرسیستم‌هایدرخصوصبهمعماریاین
وپردازشیمنابعهماهنگمدیریتبهنیازکهجاییمی‌شود،استفاده

.داردوجودذخیره‌سازی
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Compute Fabricمیکند؟کارچگونه

:شبکهبهپردازشیمنابعاتصال-1

به(ذخیره‌سازیدستگاه‌هایوCPU، GPUمانند)محاسباتیمختلفمنابع
منابعواده‌هادبهسریعدسترسیامکانکهمی‌شوندمتصلبزرگترشبکهیک
.می‌آوردفراهمرادستگاه‌هابین

:پردازشیبارهایومنابعمدیریت-2

آن‌هاومی‌دهدتخصیصرامنابعپویابه‌طورCompute Fabricسیستم
.می‌دهدتخصیصپردازشیبارخاصنیازهایاساسبررا

‌پذیرمقیاسمدیریتوموازیپردازشمیکروسرویس‌ها،ازاستفادهشاملاین
.است
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Compute Fabricمیکند؟کارچگونه

:توزیع‌شدهوموازیپردازش‌های-3

داده‌هاومی‌شوندانجاممختلفنودهایدرموازیبه‌طوربزرگپردازش‌های
تسرعویابدکاهشکاریبارتامی‌شوندتوزیعمؤثربه‌طورنودهابین

.یابدافزایشپردازش

:داده‌هاسریعاتصال-4

ازمعمولاًمعماریاینیابند،انتقالکمزماندربایدداده‌هاکهآنجااز
بهوداده‌هاانتقالبرای(InfiniBandیاRDMAمانند)سریعشبکه‌های
.می‌کنداستفادهتأخیررساندنحداقل
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Micro Service

سرویس‌هایازمجموعه‌ایبهبزرگبرنامهیکمیکروسرویس‌ها،معماریدر
.می‌شودتقسیممستقلوکوچک

دمی‌توانواستخاصعملکردیکانجاممسئولمعمولاًمیکروسرویسهر
.یابدسمقیاوشودبه‌روزرسانیشود،آزمایششده،دادهتوسعهمستقلبه‌طور

باپیام‌هایاAPIاپلیکیشنبرنامه‌نویسیرابط‌هایطریقازسرویس‌هااین
.می‌کنندبرقرارارتباطیکدیگر
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Incast Traffic

یکدر)نودهایاسرورزیادیتعدادآندرکهدارداشارهشبکهدروضعیتیبه
واحددمقصسروریکبهراداده‌هاییهمزمان(دیتاسنتریاتوزیع‌شدهشبکه
باندپهنایکاهشوcongestionتراکمایجادباعثکهمی‌کنند،ارسال
.شودمیشبکه

بهرادخواطلاعاتسرورچندینآندرکهتوزیع‌شدهپردازشسیستمیکدر
بااستممکنسیستماینمی‌کنند،ارسالمرکزیذخیره‌سازیسروریک

Incast Trafficداده‌هاهمزمانبه‌طورسرورهاهمهکهجاییشود،روبرو
می‌یابدزایشافشبکهترافیکنتیجهدرومی‌کنندارسالمقصدسروریکبهرا
.می‌شودسیستمدرکندیباعثو
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Outcast Traffic:

ارسالگیرندهچندینبهراداده‌اینودیاسروریکآندرکهاستترافیکی
.می‌کند

درمی‌تواندامامی‌شودتراکمباعثIncastازکمترمعمولاًوضعیتاین
شکلاتیمدارندگیرندهزیادیتعدادبهداده‌هاتوزیعبهنیازکهسیستم‌هایی

.کندایجاد

گیرندهنچندیبهسروریکازویدئوییداده‌هایکهویدئوپخششبکهیکدر
.شودمنجرOutcast Trafficبهمی‌تواندمی‌شود،ارسال

رمؤثبه‌طورگیرندگانهمهبهراداده‌هانتواندسروراستممکناینجا،در
.شودپخشکیفیتافتیاتأخیرباعثکهکند،توزیع
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Chain Scheduling

زنجیره‌ایصورتبهوظایفازمجموعه‌ای ،Chain Schedulingدر
.می‌شونداجراوزمان‌بندی

بعدیپردازشبهکدامهرپردازشکهمی‌شوندتنظیمگونه‌ایبهوظایفاین
.می‌شونداجراپیوستهیاسریصورتبهمعمولاًوباشدوابسته

بهراخودنتایجیاداده‌هاشد،انجامکهزمانیوظیفههرزمان‌بندی،مدلایندر
وظیفهورودیبهوظیفهیکخروجیکهبه‌طوریمی‌کندمنتقلبعدیوظیفه
.می‌شودتبدیلبعدی

ادهاستفموازیپردازش‌هایوتوزیع‌شدهسیستم‌هایدربیشترروشاین
بهویمنطقبه‌طورکارهایاپردازش‌هاکهاستنیازکهزمانیویژهبهمی‌شود،
.شوندانجامترتیب
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دومبررسی مقاله 
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Fast and Live Model Auto Scaling 

with O(1) Host Caching

ی‌مقیاس‌پذیری‌سریع‌و‌زنده‌مدل‌با‌کش‌ساز
O(1)(بلادرنگ) در‌میزبان



چکیده
Serverlessسروربدونبه‌صورتمدل‌محورسرویسارائهدراصلیارکانازیکیمدل،خودکارمقیاس‌پذیری

ازهاستفادمیزانومقیاس‌پذیریسرعتبینباید:استمواجهمهمیچالشبافرآینداینحال،اینبا.است
سیستمهکمی‌شودباعثتعادلاین.کردبرقرارتعادلمدل،پارامترهایکردنکشبرایذخیره‌سازیفضای/حافظه
کندعملکردصلی،امشکل.باشدمیزبانچندینمیاندرمکرروسریعمقیاس‌پذیریبهنیازپاسخگویبه‌خوبینتواند
.انندمی‌مغیرفعالپارامترهاکاملبارگذاریزمانتامقیاس‌یافتهنمونه‌هایچراکهاست؛Data Planeدادهسطح

طریقازراداده‌ها ،O(1)حددرکردنکشبهنیازکمترینبایابدونمی‌توانکهاستشدهدادهنشانمقالهایندر
تقریباً‌هاGPUبینشبکه‌یسرعت(1):استنکتهدوامر،ایندلیل.کردبارگذاریهاGPUبینمحاسباتیشبکه‌ی

می‌تواندمدل‌هاازنمونهچندهمزمانبارگذاری(2)ونمی‌شود؛استفادهکاملبه‌طورمعمولاًواستبرابرمیزبانکشبا
.شودانجامسنگینکش‌هایبهنیازبدونشبکه،درMulticastچندپخشیتکنیکازاستفادهبا

یک،(ارگذاریبپایانازقبلحتینمونه‌هابودناستفادهقابلیعنی)مقیاس‌پذیریفرآیندزنده‌کردنبرای،همچنین
تفادهاسلایه‌به‌لایهمقیاس‌پذیریازنمونه،کلسطحدرمقیاس‌پذیریجایبهآندرکهشدهمعرفیجدیدروش

تیجهندرومی‌شودمنتقلجدیدنمونه‌هایبهپرکارنمونه‌هایازمدلمحاسباتازبخش‌هاییروش،ایندر.می‌شود
.می‌شودحفظخدمت‌رسانیامکانهمبازنباشد،کافیشبکهسرعتاگرحتی

برابرعملکردیومی‌دهدکاهشراسرویس‌دهیتأخیرزمان٪86تا ،BLITZSCALEنامبهما،پیشنهادیسامانه
.شده‌اندکشپیشازمدلپارامترهایتمامکهداردحالتیازبهترحتییا
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اهداف

مدل‌هاخودکارمقیاس‌پذیریسرعتافزایش

Host Cacheمیزبانکشبهوابستگیکاهش

Live Autoscalingزندهمقیاس‌پذیریپیاده‌سازی

BLITZSCALEسیستمپیاده‌سازیوطراحی

TBTوTTFTمدل‌هاپاسخ‌دهیدرتأخیرکاهش

(شبکهحافظه، ،GPU)سخت‌افزاریمنابعمصرفبهینه‌سازی
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:مقالهاصلیسؤال

راعمیقیادگیریمدل‌هایخودکارمقیاس‌پذیریمی‌توانچگونه
کشبهسنگینوابستگیبدون ،Liveزندهوسریعبه‌صورت
پیاده‌سازیMAASمانندمدل‌محورزیرساخت‌هایدرمیزبان،

؟کرد

:MAASبه‌عنوان‌سرویسمدلسیستم‌هایدراصلیچالش

ومنابعازبهینهاستفادهبامقیاس‌پذیریدربالاسرعتترکیب
.SSDیاحافظهدرپارامترهاسنگینذخیره‌سازیبهنیازبدون
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BLITZSCALEمقالهپیشنهادیراه‌حل

ینبمحاسباتیشبکهطریقازمدلپارامترهایبارگذاری-1
GPUها

برای NVLinkیا RDMAمانندپرسرعتشبکه‌هایازاستفاده
 DRAMیا SSDازبارگذاریبه‌جایپارامترها،مستقیمانتقال

.میزبان
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BLITZSCALEمقالهپیشنهادیراه‌حل

O(1) Host Cachingطریقازکشبهنیازکاهش-2

نآازومی‌شودنگهداریمیزبانیکرویمدلازنسخهیکتنها
یاسمقدرکشمی‌گردداستفادهنمونه‌هاسایربهبارگذاریبرای

O(1).
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BLITZSCALEمقالهپیشنهادیراه‌حل

برایشبکهدرMulticastچندپخشیتکنیکازاستفاده-3
پارامترهاسریعانتقال

(همهنه)مقصدچندینبهمنبعیکازپارامترهاهمزمانارسال
.میزبان‌هاهمهدرمحلیذخیره‌سازیبهنیازبدون
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BLITZSCALEمقالهپیشنهادیراه‌حل

طریقازLive Autoscalingزندهمقیاس‌پذیری-4
مدل‌هالایه‌ایاجرای

ینمونه‌هاکهطوریبهمی‌شوند؛اجرالایه‌به‌لایهصورتبهمدل‌ها
زاقبلحتیدهندانجامرامحاسباتازبخشیمی‌توانندجدید

.مدلکاملبارگذاری
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BLITZSCALEمقالهپیشنهادیراه‌حل

 Zigzagالگوریتمبادرخواست‌هاپیشرفتهزمان‌بندی-5

Scheduling

وپرکارینمونه‌هابینهماهنگیبرایتطبیقیزمان‌بندیازاستفاده
پاسخ‌دهیتأخیرکاهشهدفبابارگذاری،حالدرنمونه‌های
TTFT وTBT.
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BLITZSCALEمقالهپیشنهادیراه‌حل

شبکهترافیکتداخلازجلوگیریبرایهوشمندبرنامه‌ریزی-6
سرویس‌دهیدرخواست‌هایبا

درلاختلاباعثکهگونه‌ایبهپارامترانتقالمسیرهایانتخاب
.نشوندسرویس‌دهیجاریداده‌هایجریان
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 model-awareمدلازآگاهمقیاس‌پذیریبرنامه‌ریزیکطراحی

scale plannerکه:

می‌شناسدرامدلدردادهجریانالگوی-1

ومی‌رود،سمتیچهبهدادهprefillپیش‌پردازشدرمی‌داندمثلاً
.هستنددرگیرمسیرهاییچه decodeدر

باکهمی‌دهدانجامطوریراپارامترهاانتقالمسیریابی-2
دباشننداشتههم‌پوشانیسرویس‌دهیدردرگیرمسیرهای

خلوترحاضحالدرکهمی‌کنداستفادهارسالبرایمنابعیازیعنی
.هستندآزادیا
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 model-awareمدلازآگاهمقیاس‌پذیریبرنامه‌ریزیکطراحی

scale plannerکه:

 Serial Forwardingسریالیبرنامه‌ریزی-3

Chainموازیارسالجایبه

بههمرحلپارامترهاسریالی،چندپخشیزنجیره‌هایازاستفادهبا
.نندکاشباعراشبکهکلاینکهبدونمی‌شوندمنتقلمرحله
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Bi-directional Networkدوطرفهشبکهازهوشمندانهاستفاده

چیست؟دوطرفهشبکه

دوطرفهمعمولاً(هاGPUبین RDMAمانند)دیتا‌سنترمدرنشبکه‌های
full-duplexدادهمخالفجهتدودرهم‌زمانمی‌توانیعنیهستند؛

:کردارسال

GPU Bبه GPU Aاز

GPU Aبه GPU Bازهم‌زمانبه‌طورو

ورتصدرومشخصحدیتا)شوندیکدیگرمزاحمجریاندوایناینکهبدون
.(صحیحمدیریت
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Bi-directional Networkدوطرفهشبکهازهوشمندانهاستفاده

چیست؟دوطرفهشبکه

:سادهمثال

 DecodeبهPrefillازمیانیداده‌هایمعمول،سرویس‌دهیدرکنفرض

.A → Bجهتمی‌شوندارسال

درهمرامدلپارامترهایبخواهیمA → Bمسیرهماندراگرحال
.می‌کنندتداخلهمباترافیکدواینکنیم،منتقلمقیاس‌پذیری

دهشاستفادهشبکهآزادجهتازکنیم،منتقلB → Aازراپارامترهااگراما
.نمی‌دهدرختداخلو 128
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اینکهبرای(اولمقاله) ،ServerlessLLMمثلقبلیسیستم‌هایدر
زبانمیحافظهدرقبلازمدلپارامترهایبایدباشد،سریعمقیاس‌پذیری

Host Cacheباشندشدهکشنودهاهمه.

:کارایناما

(غیرمقیاس‌پذیر)می‌خواهدزیادیحافظه

(بزرگمدل‌هایبرایغیرعملی)داردنیاززیادیکش‌های

می‌کندعملکندکش،شدنmissصورتدرهمباز
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:می‌گویدمقالهایناما

درتکافی‌سفقط.باشدموجودنودهاهمهرویمدلپارامترهاینیستنیازی
وجودclusterخوشهدرمدلازمحدودکپیچندیایکیعنیO(1)حد

.باشدداشته

:برایمی‌شوداستفادهآنازو

Multicastدیگرنودهایبهچندپخشی

بهنودیکازپارامترهاانتشاربرایSerial Forwarding Chainیا
هاGPUطریقازنودهاسایر
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:می‌گویدمقالهایناما
ازخهنسیکفقط،(نیستممکنعملاًکه)نودهاهمهدرمدلکردنکشبرایتلاشبه‌جای
.(ماشینیک CPUحافظهدرمثلاً)می‌شودنگه‌داریخوشهدرمدل

مدلکامل، cold startشرایطدرحتیبنابرایناست،دسترسدرهمیشهنسخهاین
SSDازخواندنبهنیازیوشودپخشدیگر GPUیا CPUحافظهازسریع‌ترمی‌تواند

.نیستاستکندترکه

:باشدموجودسیستمدرمدلازنسخهیکحتیاگر

1.6تا NVLinkیا RDMA 100–200 Gbpsمثل)پرسرعتشبکه‌هایازاستفادهبا
Tbpsکردمنتقلنودهاسایربهنسخهآنازراپارامترهامی‌توان.

به‌صورتMulticast Planیا Serial Forwarding Chainازاستفادهباکاراین
سریع‌تربسیارSSDیادیسکازبارگزاریسنتیروشبهنسبتکهمی‌شود،انجامزنجیره‌ای

.است
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:ضعفنقاط

O(1) cachingمدلازنسخهیکحداقلوجودفرض-1

در(نودیک CPUحافظهدرمثلاً)مدلازنسخهیکحداقلهمیشهمی‌کندفرضمقاله
.داردوجودخوشه

 crash، coldیاscale-downبه‌دلیلمثلاًشوندپاکنسخه‌هاتماماگرعمل،در

startازبایدومی‌دهدرخواقعیSSDاستکندبسیارکهشودبارگذاری.

یکجزنمی‌دهدارائهنسخهآنمداومبودندسترسدرتضمینبرایراه‌حلیهیچمقاله
.initial loadسادهسیاست

هوشمندreplicationازاستفاده:بهبودپیشنهاد
.نسخه‌هابودندسترسدرتضمینبرای

132

محمد سعید صفایی–پروپوزال دکتری 

w
w
w
.Saeid

Safaei.ir
مقاله



:ضعفنقاط

multicast planningشبکه‌ایاجرایپیچیدگی-2

اگرچهمقاله،درchain-based forwardingمثل multicastالگوریتم‌های
:ولیسریع‌اند،

.باشندناکارآمداستممکنپویاوناهمگنشبکه‌هایدر

یکازفقطمقالهواست،NP-hardبهینهمسیرانتخاببرایonlineزندهبرنامه‌ریزی
.نیستبهینههمیشهکهکردهاستفادهgreedyروش

ممکن workload servingبا interferenceبالاست،شبکهترافیککهشرایطیدر
.شودمشکل‌زااست

 SDN (Softwareباادغام:بهبودپیشنهاد

Defined Networking)بهترکنترلبرای
.شبکه‌ایمسیرهای
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با تشکر از همراهی شما

محمد سعید صفایی صادق
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